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EXECUTIVE SUMMARY 

The rule-based U.S. Army Unified Capabilities Reference Architecture (RA) provides the integration of 
voice, video, and/or data services delivered ubiquitously across a secure and highly available network 
infrastructure, independent of technology, to provide increased mission effectiveness to the warfighter and 
business communities. Army UC RA integrates standards-based communication and collaboration services 
including, but not limited to, messaging; voice, video, and web conferencing; information assurance; 
content and record management; business process management; unified communication and collaboration 
applications or clients. These standards-based UC services are integrated with available enterprise 
applications, including business, intelligence, and warfighting.  

Capabilities are provided to fixed and deployed users to include ground and airborne mobile/transportable 
platforms. Capabilities in mobile ad-hoc networks and related mobile environments are yet to be 
addressed. The Army UC RA has been developed in accordance to Defense Information Systems Agency 
UC RA and Department of Defense Unified Capabilities Requirements. The Army UC RA has been 
enhanced with respect to the DISA UC RA based on fundamental net-centric (NC) principles for providing 
scalability, reliability, interoperability and economies-of-scale in the following respects: 

 Open standard-based protocols/interfaces must be used between the functional entities for 
communications. 

 Call control functional entities that are used for establishment of sessions with single and/or 
multiple media with two or multiple parties must use open standard-based protocols/interfaces for 
communications with the application servers of the real-time communications services. 

 Each application server should be geographically distributed, but act logically centralized from 
communications point of view. 

 
Finally, the Army UC RA articulates and explains the Army’s strategy for implementing converged, NC, 
Everything over Internet Protocol (EoIP) -based enterprise UC, and serves as a guideline to the Army 
LandWarNet (LWN) in the preparation of implementation and acquisition plans for phasing in voice, video, 
and data over IP services and other UC that shall operate in converged voice, video, and/or data networks. 
The Army UC RA supports the DoD mandated DISA UC Approved Products List (APL). All Army networks 
that support UC shall use certified products on the Army UC RA APL. It should be noted that the mobile ad-
hoc networks (MANET) architecture of the Army UC RA will be developed later.  
 
Mr. Gary W. Blohm, Director Army Architecture Integration Center,  
Chief Information Officer/G-6 
 

Date: __16 Oct 2013____________________________________ 
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1 Introduction 

The Army Unified Capabilities (UC) (RA) supports both real-time audio and video,  non-real-time data 
applications, and provides UC implementation guidance and solution architecture. This UC framework 
enables strategic, tactical, classified, and multinational missions with a broad range of interoperable and 
secure capabilities for converged non-assured and assured voice, video, and data services from the end 
device, through Local Area Networks (LANs), and across the backbone networks based on the Defense 
Information Systems Agency (DISA) described in Department of Defense (DoD) Unified Capabilities 
Requirements (UCR). Based on the UCR, the Army UC RA abstracts and normalizes the institutional 
understanding of capabilities at the enterprise level, and provides a common set of principles/rules, process 
patterns, and technical positions for use within Army to guide development of Enterprise, Segment, or 
Solution architectures. The structure of the Army UC RA document is: The main document contains 
primarily the Principles and Rules of Army UC RA with following appendixes: 

 Appendix A: Army UC RA and Call Flows 

 Appendix B: Acronyms 

 Appendix C: OV-1, OV-5a, OV-6c Diagrams 

 Appendix D: Army UC RA StdV-1 and StdV-2 Technical Standards Profiles 

 Appendix E: Approved Product List 

 Appendix F: Mapping between Army and DoD UC Principles and Rules, Capability Gaps, 
Mitigations and Target End State 

 Appendix G: UC Performance Requirements 

 Appendix H: Army UC QoS RA 

 Appendix I: AV-2 Integrated Dictionary/Glossary/Vocabulary 

1.1 Overview 

Army Unified Capabilities (UC) Reference Architecture (RA) is a secure suite of collaboration, real time 
communications, and supporting services available to the Soldier and Army business user on any device, 
anywhere in the world. This suite brings together e-mail, chat, voice, video, profile, search, collaboration 
sites, content management, search, discovery, apps (applications), and records management tools under 
one identity in secured environments.  Unified Capabilities supports all phases of operations, convergence 
of the Generating and Operating Forces, increases interoperability, demonstrates train-as-you-fight, and 
improves the security of the LandWarNet (LWN). UC connects users to enable real time communication, 
collaboration and shared situational awareness. The integration of services will facilitate more timely 
delivery of emerging UC technologies and provides increased mission effectiveness. The current state of 
UC is a mix of local solutions and enterprise services provided by DISA described in DOD UCR document 
[1].  The DOD UCR also defines interoperability, Information Assurance, and interface requirements among 
products that provide UC. The IA requirements of the UCR are derived from DoD Instruction (DoDI) 8500.2. 
The CIO/G-6/Network Enterprise Technology Command (NETCOM) team is responsible for evaluating the 
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current state and developing an Army UC Implementation Plan, consistent with the DoD UC Master Plan. 
UC capabilities supports  mitigation of the capability gaps that have been identified as described in 
Appendix F. 

Unified Capabilities provides the ability to seamlessly integrate voice, video, and data applications services 
so they are delivered ubiquitously across a secure and highly available single protocol network 
infrastructure [2] “ (EoIP)” environment. Services provide includes: 

 Real-Time Communications (RTC) Services:  
o Voice & Video, Web Conferencing,  
o Conferencing, Collaboration & Whiteboard,  
o Media Bridging, Presence,  
o Instant Messaging (IM) & Chat,  
o Unified Messaging,  
o Calendaring & Scheduling,   
o E.164 Number Mapping (ENUM),  
o E.911 (Emergency Call),  
o Transaction Capabilities Application Part (TCAP),  
o Desktop Sharing, Short Message Service (SMS),  
o Multimedia Message Service (MMS),  
o Email,  
o Wireless Application Protocol (WAP), and  
o Location Services (Fixed/Mobile) 

 Content Management (CM) 

 Records Management (RM) 

 Team Collaboration 

 Business Process Management (BPM) 

 Web 2.0,  

 Apps (Applications) 

 Portals 

 Profiles 

 Search & Discovery 

 Information Assurance 
 

A more detailed breakdown for each of the above services that are unified over EoIP environments is 
shown in Figure 1. 
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Figure 1:  UC Service Areas  
 

The UC RA specifies the functional requirements, performance objectives, and technical specifications for 
Army networks and provides the infrastructure to execute these functions. This can be done by providing a 
strong operational concept and RA framework. UC RA describes the business process logic and shared 
Information Technology (IT) infrastructure reflecting the integration and standardization requirements [1-
16]. The conceptual view of the UC architecture is shown in Figure 2 with all functional components.  
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Figure 2: Conceptual View of Army UC RA 
 

Logically, the entire UC architecture can be viewed with some distinct layers:  

 Unified Capabilities Application Services,  

 Session Control,  

 Converged Backbone Network, and  

 Access Networks while IA/Security/Identity Management), Quality-of-Service (QoS) and Network 
Operations (NETOPS) services encompass of all layers. 

1.2 Scope 

The scope of the UC RA document is to provide the understanding of capabilities at the enterprise level, 
and a common set of principles/rules, process patterns, and technical positions for use within the Army to 
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guide development of Enterprise, Segment, or Solution architectures.  The Army UC RA document will 
serve as a guideline for the Army in the preparation of implementation and acquisition plans for phasing in 
voice and video over IP` services, and other UC services that shall operate in converged voice, video, 
and/or data networks. The DoD Chief Information Officer (CIO) with support from the Army CIO/G-6 will 
provide policy and a governance structure for change management and to resolve conflicts. The use of UC 
technical positions and patterns, business rules/processes and policies will be enforced by the Army and 
DoD CIO. 

1.3 Key Authoritative Sources 

The content of the Army UC RA has been extracted or derived primarily from the key authoritative sources 
as provided in the reference section. 

1.3.1 References 
1. Department of Defense Unified Capabilities Requirements 2008, Change 3, September 2011, 

located at http://disa.mil/ucco 
2. DoD Information Enterprise Architecture (IEA), Vol. I & II, Version 2.0, July 2012. 
3. DoD Instruction 8100.04, “DoD Unified Capabilities (UC),” December 9, 2010 

4. Department of Defense Unified Capabilities Master Plan, October 2011 

5. The DoD Identity, Credential, and Access Management (ICAM) Transition Strategy Transition Plan, 

Consolidated Version (Draft) 1.3, May 8, 2012. 

6. Office of the Assistant Secretary of Defense, Networks and Information Integration (OASD/NII); 

DoD Reference Architecture Description, June 2010 

7. Department of Defense (DoD) Enterprise wide Access to Network and Collaboration Services 

(EANCS), version 1.0, December 2009. 

8. Defense Information System Network (DISN) Unified Capabilities (UC) Spirals Development 

Sustainment Plan, dated 6 January 2010. 

9. Joint Staff/COCOM Mapping of GIG 2.0 gaps and ITESR as of 27 Oct 2011. 

10. High level notes from COCOM Integrated Priority Lists Gap Analysis meeting, 5-6 December 2011. 

11. Capabilities-Based Plan Extracted from COCOM and DoD CIO Requirements Analyses and 

Supporting DISA and Military Services’ Unified Capabilities Implementation Plans (Annexes A-E), 

DISA, 17 January 2012 (DRAFT). 

12. Army Cost Benefit Analysis: Unified Capabilities, Version 1.3, Army CIO/G-6, 29 December 2011. 

13. Defense Information System Network (DISN) – Acquisition of Services – Tailored Support Plan 

(TISP), Version 1.0 17 December 2008. 

14. War-fighter Information Network-Tactical (WIN-T), Information Support Plan (ISP), VERSION 0.6, 

Defense Acquisition Executive (DAE) rebase line program review, August 2006. 

15. DISA Unified Capabilities Reference Architecture, Version 1.1, February 2012. 

http://disa.mil/ucco
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16. URL: Joint Capability Areas (UCAs) – http://www.dtic.mil/futurejointwarfare/jca.htm  

17. Global Information Grid (GIG) Technical Profile (GTP) Quality of Service (QoS), 18 February 2010. 

1.4 Relationships to other Army Ras, JCAs and DoD IEA  
 

1.4.1 Other Army Ras 

The Army CIO/G-6 has developed a series of reference architectures as described below: 

 Thin Client RA 

 Network Operations (NetOps) RA 

 Identity and Access Management (IdAM) RA 

 Security/Top Layer Architecture (TLA) RA 

 Mission Assurance RA 
 
The Army UC RA has leveraged  all these above Ras based on the fact the scope of the Army UC RA is so 
broad that it encompasses all applications (real-time [RT], near-RT, non-RT) that will use a single Internet 
Protocol (IP) network. For example, the Thin Client RA will be used within the UC RA for consolidating all 
the UC application servers and clients which are located in the data centers and premises, respectively for 
consolidation of efficient usage of server/client resources. In addition, all the UC applications will be 
migrating to more efficient cloud computing architecture. It should be noted that the Thin Client RA is a 
precursor of the cloud computing architecture that DoD has mandated. 
 
The NetOps RA will also be used by the Army UC RA because the UC RA does not address the network 
operations separately. If any operations of any applications and/or network entities are not included, the UC 
RA will add those by enhancing the NetOps RA. However, the operations of the RT applications and 
functional entities like session controllers and audio/video media servers along with multiprotocol label 
switching (MPLS), generalized MPLS, Dense Wavelength Division Multiplexing (DWDM), and fiber 
transport network are critical in support of the multimedia traffic. If needed, the NetOps RA may be 
enhanced to meet the operational and management requirements of the UC network. 
 
The UC Iawill be using all aspects of IdAM and TLA RA because they are essential components of the UC 
security capabilities. However, the UC RA deals with all security features of all layers from the physical 
layer to the application layer (layer 1 to 7 in Open Standard International [OSI] terminology). For example, 
AS-SIP of UC call control application has user-to-user authentication with hypertext transport protocol 
(HTTP) digest/authentication, secured multipurpose internet mail extension (MIME) certificate and key 
exchanges in the application layer on the top of transport layer security (TLS). So, the UC IA is the superset 
of IdAM and TLA RA. 
 
The Mission Assurance RA is not developed yet, but it is expected it will include the warfighter mission 

http://www.dtic.mil/futurejointwarfare/jca.htm
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applications that will be built as value-added application on the top of the UC applications (RT, near-RT, 
and non-RT) including security. In this case, the Mission Assurance RA will be superset of the IA of Army 
UC RA. 
 
1.4.2 JCAs and DoD IEA 
To meet NC needs, the DoD IEA requires the context of DoD architecture’s to address the Joint Capability 
Area (JCA) structure, providing the architect with the NC capabilities that the architecture must describe. 
The JCAs are collections of like DoD capabilities functionally grouped to support capability analysis, 
strategy development, investment decision making, capability portfolio management, and capabilities-
based force development and operational planning. The architect uses the common capability language of 
selected NC JCAs to describe capabilities in the architecture so they enable NC operations.  

In addition, the DoD IEA requires that DoD architectures conform to the DoD NC Vision. This conformance 
is achieved by addressing how the architecture will meet the challenges to this Vision described by DoD 
IEA priority areas. The following paragraphs describe Army UC RA alignment with key NC JCAs and 
appropriate Rules associated with the DoD IEA priority areas of Unified Capabilities. 

RTC Services and Enterprise Collaborative Services described in Army UC RA are key elements of the 
User Access JCA within the NC/Enterprise Services (ES)/Core Enterprise Services/Collaboration as well as 
Net Management JCA hierarchy [16]. We are highlighting some of the relevant terms for this RA defined by 
JCA as follows: 

 Net-Centric: The ability to provide a framework for full human and technical connectivity and 
interoperability that allows all DoD users and mission partners to share the information they need, 
when they need it, in a form they can understand and act on with confidence, and protects 
information from those who should not have it. 

o Enterprise Services: The ability to provide to all authorized user’s awareness of and 
access to all DoD information and DoD-wide information services. 

o Information Sharing: The ability to provide physical and virtual access to hosted 
information and data centers across the enterprise based on established data standards. 

 Shared Computing: The ability to provide computing processing and storage 
resources that can be used by more than one component, community of Interest, 
program, or DoD user. 

o Core Enterprise Services: The ability to provide awareness of; access to and delivery of 
information on the GIG via a small set of Chief Information Officer (CIO) mandated 
services. 

 User Access (Portal): The ability to access user defined DoD Enterprise Services 
through a secure single entry point. 
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 Collaboration: The ability to conduct synchronous and asynchronous 
communications and interaction across the enterprise, including voice, data, video, 
and manipulated visual representation. 

 Content Delivery: The ability to accelerate delivery and improve reliability of 
enterprise content and services, by optimizing the location and routing of 
information. 

 Common Identity Assurance Services: The ability to establish and deploy common 
identity assurance services across the enterprise. 

 Enterprise Messaging: The ability to perform electronic messaging between users 
and organizational entities across the enterprise, including providing customer 
support. 

 Directory Services: The ability to provide, operate, and maintain a global directory 
of users, to include directory synchronization with other lower-level systems and 
information integrity. 

 Enterprise Application Software: The ability to provide productivity enhancement 
software made available to all users. 

o Information Transport: The ability to transport information and services via assured end-to-
end connectivity across the NC environment. 

 Wired Transmission: The ability to transfer data or information with an 
electrical/optical conductor. 

 Wireless Transmission: The ability to transfer data or information without an 
electrical/optical conductor. 

 Switching and Routing: The ability to move data and information end to end across 
multiple transmission media. 

o Net Management: The ability to configure and re-configure networks, services and the 
underlying physical assets that provide end-user services, as well as connectivity to 
enterprise application services. 

 

In a NC DoD IE, there is an urgent need for all UC services of this RA that are being supplied to all 
warfighters. Moreover, these services must be securely accessed through wired and wireless transport 
networks via GIG that uses switching/routing for (EoIP). The UC RA described here provides the optimized 
architecture integrating both real-time (audio/video) and non-real-time (data applications) services using the 
single IP network as mandated by DoD. This UC RA uses open standards-based distributed scalable 
application servers, call control entities, and switching/routing functional entities across the globe in sharing 
the integrated audio, video, and data services. 

Solutions delivering these UC capabilities described in this RA will be made available as services in the NC 
environment. Such UC services will be widely available, easily discoverable, usable, and trusted across the 
DoD IE. Data produced by UC services and access control will also be made visible and accessible in 
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accordance with the DoD IEA priority areas of Data and Service Deployment (DSD) specifications. Data 
visibility and accessibility is critical to enabling monitoring and auditing of authentication and authorization 
for UC services to prevent and respond to incidents threatening DoD IE operations. The UC services will 
confirm to the global principles and rules described earlier as well as to the operation rules described in the 
subsequent sections confirming the DoD IEA principles and rules 

2 UC Applications, QoS Service Classes, and Priority Levels 

The UC applications described earlier can be categorized broadly known as general service classes such 
as Real-Time (RT), Near-Real-Time (near-RT), and Non-Real-Time (non-RT) from performance 
requirements point of view. The Internet Engineering Task Force (IETF), Department of Defense (DoD) 
UCR 2008, and GIG Technical Profile (GTP) for QoS [17] have also classified the applications primarily 
known as aggregate service class such as Inelastic/Real-Time, Preferred Elastic, Elastic, and Network 
Control. Appendix C of this document summarizes the performance requirements for different categories of 
UC applications that consist of audio, video, and data along with key performance parameters (KPPs) in 
relationship to the mission for conducting decisive operations throughput the battle-space. Table 1 provides 
the mapping between different categories of UC Applications and QoS Service Classes. In addition, a 
granular service class [17] has also been defined along with the detailed definitions in supporting different 
applications for easy understanding in applying the different QoS classes. The term “conference” includes 
both point-to-point and multipoint conferencing. Therefore, it should be noted that there will also be point-to-
point audio calls, point-to-point audio & video calls, point-to-point audio, video & data calls, multipoint audio 
(teleconferencing) calls, multipoint audio & video (videoconferencing) calls,  and multipoint audio, video & 
data (multimedia collaboration) calls, all of those have been assumed as a part of the conferencing call 
family. 

Table 1: UC RT, Near-RT, and Non-RT Applications and QoS Service Classes Mapping 
 

 

UC Applications 

 

 

General 
QoS 

Class 

 

Aggregate 
Service 
Class 

 

Granular 
Service 
Class 

 

Description of Application Traffic 
(Media/Granular Service Class) 

Support  

 

UC Service 
Category 

 

 

UC 
Application 

Category 

 

 

Media 
(Traffic) 

Real-Time 
Communicatio

Voice & 
Video, Web 

User Near-
Real-

Inelastic User User generated signaling messages, 
for example SIP requests (see 
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ns (RTC) 
Services 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Conferencing  

 

 

 

 

 

 

 

 

 

 

 

Signaling Time Signaling RFC 4594). 

Audio Real-
Time 

Inelastic Voice Packetized voice services that 
require high quality connectivity with 
low packet delay, jitter and loss. 

Video Real-
Time 

Inelastic Video Like audio, packetized video 
services that require high quality 
connectivity with low packet delay, 
jitter and loss. 

Data: Short 
Messages 

Near-
Real-
Time 

Inelastic Short 
Messages 

Very urgent short messages that 
need minimum packet delay, jitter 
and loss. 

Data: Low 
Latency 
Application 

Near-
Real-
Time 

Preferred 
Elastic 

Low Latency 
Data 

Relatively short TCP-based 
transactions that require low packet 
loss and delay.  

Data: Large 
Files 

Near-
Real-
Time 

Preferred 
Elastic 

High 
Throughput 
Data 

Longer TCP-based file transfers that 
are more tolerant to packet 
loss and delay 

Data: Low 
Priority 
Application 

Near-
Real-
Time 

Elastic Low Priority 
Data 
(Scavenger) 

User applications that have neither 
performance guarantees nor an 
allocated capacity, can tolerate long 
duration interruption of service. 

Data: Best 
Effort/ 
Default 
Application 

Near-
Real-
Time 

Elastic Default/ Best 
Effort 

User applications that do not require 
performance guarantees, but 
do have an allocated capacity 

Conferencing, 
Collaboration 
& Whiteboard 

 

 

 

 

User 
Signaling 

Near-
Real-
Time 

Inelastic User 
Signaling 

User generated signaling messages, 
for example SIP requests (see 
RFC 4594). 

Audio Real-
Time 

Inelastic Audio Packetized voice services that 
require high quality connectivity with 
low packet delay, jitter and loss. 

Video Real-
Time 

Inelastic Video Like audio, packetized video 
services that require high quality 
connectivity with low packet delay, 
jitter and loss. 

Data 

(Same as Video & Video, Web Conferencing) 
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Media 
Bridging 

 

 

 

 

User 
Signaling 

Near-
Real-Time 

Inelastic User 
Signaling 

User generated signaling messages, 
for example SIP requests (see 
RFC 4594). 

Audio Real-Time Inelastic Audio Packetized voice services that require 
high quality connectivity with low 
packet delay, jitter and loss. 

Video Real-Time Inelastic Video Like audio, packetized video services 
that require high quality connectivity 
with low packet delay, jitter and loss. 

Data 

(Same as Video & Video, Web Conferencing) 

Presence 
 
 

Data Non-Real-
Time 

Inelastic Short 
Message 

Urgent short messages that need 
minimum packet delay, jitter and loss. 

Instant 
Messaging 
(IM) & Chat 

Data Non-Real-
Time 

Inelastic Short 
Messages 

Urgent short messages that need 
minimum packet delay, jitter and loss. 

Unified 
Messaging 

 

 

Audio/ 
Video and 
Data 

Near-
Real-Time 

Preferred 
Elastic 

Multimedia 
Streaming 

Packetized video services that can 
tolerate higher packet delay, jitter and 
loss than provided by the Broadcast 
Video service class. 

Data Only Non-Real-
Time 

Elastic Short 
Message 

Urgent short messages that need 
minimum packet delay, jitter and loss. 

Calendaring & 
Scheduling   
 
 

Data Near-
Real-Time 

Inelastic Short 
Messages 

Very urgent short messages that 
need minimum packet delay, jitter 
and loss. 

E.164 
Number 
Mapping 
(ENUM) 
 

User 
/Network 
Signaling 

Non-Real-
Time 

Elastic User/ 
network 
Signaling 

User/Network generated signaling 
messages, (see RFC 4594). 

E.911 
(Emergency 
Call with 
audio, video, 
and/or data) 

 

 

User 
Signaling 

 

 

Same as Voice & Video, Web Conferencing 
Audio 

Video 

Data 



CIO/G-6 Reference Architecture Series 

 

 
  Page 19 of 97 

U.S. Army Unified Capabilities Reference Architecture 

 

 

Transaction 
Capabilities 
Application 
Part (TCAP) 

Data Non-Real-
Time 

Elastic Network 
Signaling 

Network generated signaling messages, 
(see RFC 4594). 

 

 

Desktop 
Sharing 

 

User 
Signaling 

 

 

Same as Voice & Video, Web Conferencing 
Audio 

Video 

Data 

Short 
Message 
Service 
(SMS) 

Data Non-Real-
Time 

Elastic Short 
Message 

Urgent short messages that need 
minimum packet delay, jitter and loss. 

 

Multimedia 
Messaging  
Service 
(MMS) 

 

Audio/ 
Video and 
Data 

Near-
Real-Time 

Preferre
d 
Elastic 

Multimedia 
Streaming 

Packetized video services that can 
tolerate higher packet delay, jitter and 
loss than provided by the Broadcast 
Video service class. 

Data Only Non-Real-
Time 

Elastic Short 
Messages 

Urgent short messages that need 
minimum packet delay, jitter and loss. 

Email 

 

Data Non-Real-
Time 

Elastic Default/ Best 
Effort 

User applications that do not require 
performance guarantees, but 
do have an allocated capacity. 

 

Wireless 
Application 
Protocol 
(WAP) 

 

Audio/ 
Video and 
Data 

 

 

Same as Multimedia Messaging Service (MMS) Data 

Location 
Services 
(Fixed/Mobile) 

Data Non-Real-
Time 

Inelastic Default/ Best 
Effort 

User applications that do not require 
performance guarantees, but 
do have an allocated capacity. 

Content 
Management 

Content 
Management 

Data Non-Real-
Time 

Elastic Default/ Best 
Effort 

User applications that do not require 
performance guarantees, but 
do have an allocated capacity 

Records 
Management 

Records 
Management 

Data Non-Real-
Time 

Elastic Default/ Best 
Effort 

User applications that do not require 
performance guarantees, but 
do have an allocated capacity 
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Team 
Collaboration 

Team 
Collaboration 

Data Only Non-Real-
Time 

Preferred 
Elastic 

Low-Latency 
Data 

Relatively short TCP-based 
transactions that require low packet 
loss and delay 

Business 
Process 
Management 
(BPM) 

Business 
Process 
Management 
(BPM) 

Data Non-Real-
Time 

Elastic Default/ Best 
Effort 

User applications that do not require 
performance guarantees, but 
do have an allocated capacity 

Web 2.0 

 

 

Web 2.0 

 

 

Audio/ 
Video and 
Data 

Near-
Real-Time 

Preferred 
Elastic 

Multimedia 
Streaming 

Packetized video services that can 
tolerate higher packet delay, jitter and 
loss than provided by the Broadcast 
Video service class. 

Data Only Non-Real-
Time 

Inelastic Short 
Messages 

Very urgent short messages that 
need minimum packet delay, jitter 
and loss. 

Apps 
(Applications) 

Apps 
(Applications) 

Data Non-Real-
Time 

Preferred 
Elastic 

Multimedia 
Streaming 

Packetized video services that can 
tolerate higher packet delay, jitter and 
loss than provided by the Broadcast 
Video service class. 

Portals Portals 

Data Near-
Real-Time 

Inelastic Short 
Messages 

Very urgent short messages that 
need minimum packet delay, jitter 
and loss. 

 Profiles  Profiles 

Data Non-Real-
Time 

Preferred 
Elastic 

Multimedia 
Streaming 

Packetized video services that can 
tolerate higher packet delay, jitter and 
loss than provided by the Broadcast 
Video service class. 

Search & 
Discovery 

Search & 
Discovery 

Data Near-
Real-Time 

Inelastic Short 
Messages 

Very urgent short messages that 
need minimum packet delay, jitter 
and loss. 

Information 
Assurance 

Information 
Assurance 

Data Non-Real-
Time 

Preferred 
Elastic 

Multimedia 
Streaming 

Packetized video services that can 
tolerate higher packet delay, jitter and 
loss than provided by the Broadcast 
Video service class. 

Broadcast 
Video* 

Broadcast 
Video 

Audio/ 
Video 

Near-
Real-Time 

Inelastic Broadcast 
Video 

For inelastic traffic flows intended for 
high quality, broadcast video and 
audio transmission. 

Network 
Control 
Application* 

Network 
Control 
Application* 

Data Non-Real-
Time 

Network 
Control 

Network 
Control 

Network generated signaling 
messages, for example routing table 
updates. 

Operation, 
Administration 

Operation, 
Administration 

Data Non-Real- Preferred OA&M Applications used for monitoring and 
controlling status of network 
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& 
Maintenance 
(OA&M) 
Application* 

& 
Maintenance 
(OA&M)* 

Time Elastic Devices. 

*  UC applications (Yet To be Described) 

Table 2 describes the one-way end-to-end performance objectives [1] for the Granular Service Class 
applications in terms of end-to-end delay, end-to-end packet loss, and end-to-end delay jitter. It should be 
noted that best effort, signaling, network control, and low priority traffic aggregate service classes do not 
have performance objectives. 

Table 2: Granular Service Performance Objectives 
 

Granular Service Class End-to-End Latency 

(milliseconds) 

End-to-End Packet 
Loss 

(%) 

End-to-End Delay Jitter 

(milliseconds) 

Short Messaging 1000 0.5 - 

Voice** (Assured/Non-
Assured) 

220/250 1/1 20/20 

Multimedia Conferencing  
(Voice/Video** only) 

220 1 20 

Broadcast Video 
(Voice/Video only) 

1000 0.1 - 

Multimedia Streaming 
(Voice/Video** only) 

250 1 20 

Low Latency Data: 
IM/Chat, Presence 

300 1 - 

High Throughput Data 300 1 - 

** Video delay requirements seem to be very stringent based on available commercial video codecs that are used per ITU-T 
H.xxx-series video standards. 

The Army UC services are required to be delivered in accordance with different priority levels with assured 
connectivity. The AS-SIP signaling messages have the standardized mechanisms for indicating different 
priority levels at the time of call setups. Accordingly, audio, video, and data for multimedia conferencing are 
delivered using the Multi-Level Precedence and Preemption (MLPP) [1] over the LANs, access networks, 
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and IP/MPLS backbone network on end-to-end. This MLPP-based services are known as the Precedence-
based Assured Services (PBAS) [1] with 5 priority levels as indicated in Table 3. 

Table 3: MLPP Levels 
 

Precedence Level Abbreviation Priority Order Priority Order Level 
Indicator 

FLASH 
OVERRIDE 

FO Highest Priority 0 

FLASH F 2nd  Level  1 

IMMEDIATE I 3rd Level 2 

PRIORITY P 4th Level 3 

ROUTINE R Lowest Level 4 

 

The UC applications/services that consist of different media will have different priority/precedence levels. 
More details about different the precedent levels of different UC applications/services consisting of different 
media that are mapped to different general QoS classes, aggregate service classes, and granular service 
classes are described in Appendix H of this document. 

3 Intended Audience and Use 

The Army UC RA is applicable for both Continental and Outside the United States (CONUS/OCONUS) 
environments. The same UC services can be used both for the fixed and the tactical 2nd /3rd /4th generation 
(2G/3G/4G) cellular mobile network along with interworking between IP and TDM networks, but the UC 
architecture has not been developed for the mobile ad hoc network (MANET). At present, the intended 
audience for this UC RA guidance is Network Enterprise Technology Command (NETCOM) – 9th Signal 
Command (9th SC), 7th Army Signal Command Theater (7 SC (T)), the Program Executive Office (PEO) 
and designated Program Manager (PM), Defense Information Systems Agency (DISA) and the CIO/G6 
Resource Manager (RM) whom together ensure the delivery of UC services for Army Unified Capabilities 
solutions.  Table 4 below lists the primary stakeholders and their roles and responsibilities. 

Table 4: Army UC RA Roles and Responsibilities  
 

Role Responsibilities 
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DISA/DoD Maintenance and sustainment associated  the 
Defense Information Systems Network (DISN) back 
bone and edge service provider to support UC 
services.  

CIO/G6 Development for Army UC RA plan for all real-time, 
near-real-time, and non-real-time UC services offered 
by Army LandWarNet (LWN), DISN, and others 
including Joint services. 
 

CIO/G6 RM Allocate funding needed to implement UC services.  
 

Army/G3/5/7 Establish mission requirements and 
criticality/prioritization of installations. 

Network Enterprise Technology Command 
(NETCOM)) 

Develop and provide technical guidance for UC 
services.  Provide guidance for UC requirements on 
existing equipment. 
 

PEO, PM Implement UC services during the implementation 
and fielding of new UC equipment.   

 

A rules based architecture is founded on enterprise guiding principles that describe a desired strategic 
outcome.  To achieve that outcome, a series of rules are identified to meet the intent of the guiding 
principles.  The rules are directive by nature and must be conformed with and enforced. However, based on 
the fidelity and depth of information available, certain assumptions may be required as well as 
consideration for known constraints that may impact full compliance with a given rule.  From these 
assumptions and constraints a rules based architecture documents any inherent risk (if it exists) in meeting 
the intent of the rule and thus impacts an organizations ability to conform to a rule. If a risk is identified, a 
corresponding risk mitigation strategy is required.   

To achieve the desired UC services objectives, guiding principles and associated rules have been 
established  to inform, guide and constraint the UC enterprise solutions and services in the next section of 
this document.  Associated with each rule are identified risks, risk mitigation strategies and how risk 
mitigation (or rule compliance) will be measured.  The assumptions and constraints associated with each 
rule are listed along with a full description of each rule.  
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4 Unified Capabilities Guiding Principles and Business Rules 

4.1 UC Principles and Rules 

Army UC Rules based Architecture is comprised of a set of global operational principles and rules that 
provides guidance for building scalable large-scale worldwide warfighter networks offering economies-of-
scale sharing resources creating NC environments and interworks using open-standards-based 
protocols/interfaces among multi-vendor products. It is important to observe that the Army UC RA offers 
RT, near-RT, and non-RT UC services to the warfighters in the bases/camps/posts/stations connected over 
networks providing merely the basic shared infrastructure architecture on the top of a variety of RT, near-
RT, and/or non-RT intelligent multimedia command and control (C2) applications including situational 
awareness and common operating picture (COP) will be created in the future for decades to come. Based 
on these criteria the principles and rules defined for the Army UC RA can be termed as the global 
operational principles and rules of the shared infrastructure architecture of the Army Warfighter Network. 
We have mapped these Army UC RA operational rules and principles with those of DoD IEA v2.0  shared 
infrastructure in Appendix F of this document.  

Earlier, we have described that all UC applications can be categorized into one of the three categories from 
performances point of view: Real-Time (RT), Near-Real-Time (near-RT), and Non-Real-Time (non-RT). In 
the case of non-RT services, the call using the application-specific protocol flows between the UC non-RT 
application client (located in the premises network of base/camp/post/station) and the UC non-RT 
application server (located in the data center) directly via the network (premises/access/backbone) while 
the call is being controlled by the respective non-RT application server (Figure 3). In non-RT applications, 
both call signaling traffic and media flow through the same path between the source and the destination.  
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Real-Time 

Communications 
(RTC)  Services

Information 
Assurance/

Security/Identity 
Services

Web 

2.0

App

(Applications)
Portals Profiles

Search & 

Discovery

Content 

Management

Records 

Management

Team 

Collabo
ration

BPM

Open Standards-based Protocols and Interfaces between All Applications Servers, Clients, Peers, Call Control Entities, and Others
(e.g. AS-SIP, LDAP/Active Directory, RADIUS/DIAMETER/AAA, HTTP/XML, DNS, SOAP, and other Open Protocols/Interfaces) 

UC Application Servers

UC Call Control
Entities

IP/MPLS/DWDM/GMPLS/
Fiber

Backbone Network
(Core Network)

Access Network
(Edge Network)

Access Network
(Edge Network)

Access Network
(Edge Network)

End User
Premises/
Campus 
Network

End User
Premises/
Campus 
Network

Data Center Premises/Campus Network

Data Center

Assured Service – Session 
Initiation Protocol (AS-SIP)

AS-SIP and 
other Protocols

UC Application Clients

(Base/Post/Camp/Station)

UC Application Clients

(Base/Post/Camp/Station)

SCF

LSC LSC

 

Figure 3: Overview of Different Segments of UC Communications Infrastructure Architecture 
 

However, for both RT and Near-RT services, the AS-SIP is used as the call signaling protocol, and the AS-
SIP call flows between the UC RT/near-RT application client (located in the premises network of 
base/camp/post/station) and the UC RT/near-RT application server (located in the data center) along with 
SCF entity and call control entities (for example, local service controller [LSC], wide area network – 
SoftSwitch [WAN SS], multifunction SoftSwitch [MFSS]) via the network (premises/access/backbone) while 
the call is being controlled by the respective RT/near-RT application server (Figure 3). The key is that the 
AS-SIP call signaling messages go between the RT/near-RT application server, SCF, call control entities 
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(e.g. LSC/WAN SS/MFSS) and RT/near-RT application client over the network while the media (audio, 
video, and data) go between the source and the destination directly over the network. For example, the 
media (audio, video, and/or data) will go directly between the two communicating RT media clients for the 
point-to-point call without going through the RT application server, SCF, and call control entities. In 
addition, the performance requirements for both RT/near-RT services are significantly different than those 
of the non-RT services (Tables 2 & 3). That is why, the network architecture and the principles/rules are so 
different for RT/near RT and non-RT services. The other fundamental important architectural criteria for 
scalability and reliability in the NC global network are as follows: 

 Each of these RT, near RT, and non-RT application servers is geographically distributed by acts 
logically as a single centralized application server. 

 SCF that facilitates communications between the RT, near RT, and non-RT application servers, 
session controllers (i.e. call control entities) using open standards-based protocols/interfaces 
facilitating creation of intelligent VoIP/Multimedia and value-added services is also geographically 
distributed across the global network, but logically centralized. 

The details of the Army UC RA are described in Appendix A: Army UC RA and Call Flows of this document. 
The UC architecture uses the IP for the wide area backbone network and with apply traffic engineering and 
QoS to multiprotocol label switching protocol (MPLS) network. All access networks using different access 
technologies terminate to the IP/MPLS backbone network. It should be noted that the backbone network of 
the Defense Information Systems Network (DISN) will be converged to the IP/MPLS over the Dense 
Wavelength Division Multiplexing (DWDM)/Generalized Multiprotocol Label Switching (GMPLS)/Fiber 
transport networking technologies. In addition, there will be traditional networking technologies such as 
Synchronous Optical Network (SONET)/Time Division Multiplexing (TDM) that are not shown in Figure 3 
will coexist for some time until migration. The worldwide DISN backbone transport network will consist of 
both wireline (e.g. fiber) and wireless (e.g. satellite) network. The satellite nodes will be interfacing with 
fiber/DWDM-based wireline nodes. In addition, ground radios such as Joint Tactical Radio System (JTRS) 
may also be used to form the backbone network that may form the part of the mobile backbone network. 
However, IP will run over both wireline and wireless transport network. 

Access networks may contain many access technologies such as IP, LAN, Public Switched 
Telecommunications Network (PSTN)/Integrated Services Digital Network (ISDN)/TDM, Wi-Fi, Digital 
Subscriber Line (DSL), Cable, and Fiber, 3rd Generation (3G) Wireless, Worldwide Interoperability for 
Microwave Access (WiMAX), and Long-Term Evaluation/4th Generation (LTE/4G) Wireless. The IP/LAN 
access technologies will work with the IP/MPLS network seamlessly. However, PSTN/ISDN/TDM needs 
appropriate gateways to interworking with the IP/MPLS network. It is expected that the IP protocol will run 
over the Wi-Fi, DSL, Cable, Fiber, 3G Wireless, WiMAX, and LTE/4G Wireless access networks, and they 
will work seamlessly with the IP/MPLS network. If there is any TDM networking for these access 
technologies, gateways will be needed for interworking with IP/MPLS network. 
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With respect to defining principles and rules for the Army UC RA, functional entities are divided into two 
categories: RT/near-RT UC Services and Non-RT UC Services, and their architectural components can be 
divided in the following areas: 

 RT/near-RT UC Services 
o RT/near-RT Application Server/Client 
o SCF 
o Call Control Entity (e.g. LSC/WAN SS/MFSS) 
o Network (Premises/Access and IP/MPLS/DWDM/GMPLS/Fiber Backbone) 

 Non-RT UC Services 
o Non-RT Application Server/Client 
o SCF (only when non-RT services need to integrated with the RT and/or near-RT services) 
o Network (Premises/Access and IP/MPLS/DWDM/GMPLS/Fiber Backbone) 

An important observation is that call control (or session controller) functional entities that are used for the 
session control under the direction of the RT/near-RT application servers via the SCF entity make the real-
time communications (RTC) services fundamentally different. The session controller that host RTC services 
also need to communicate with all RTC RT/near-RT application servers via the SCF. There can be many 
kinds of session controllers such as Wide Area Network SoftSwitch (WAN SS), Multifunction SoftSwitch 
(MFSS), and Local Session Controller (LSC) depending on the type of roles they play in setting up the 
sessions. The SCF entity comes into play for making the RTC services architecture more scalable 
optimizing the interfaces of the session controller for communications with different application servers that 
use a host different application protocols among themselves for creation and invoking of UC services. The 
operations of non-RT services are straight forward as they only interacting between the applications 
servers and clients directly over the network without any additional application layer functional entities 
between them. 

4.1.1 Principles 
The Army UC RA global operational principles articulate the normative goals for rules that are set for 
analysis, design, implementations, operations, and evolutions of the architecture for realizing these 
capabilities and services as a global warfighter enterprise aligning with DoD IEA global operational 
principles. Adhering to these operational principles, the Army UC RA is expected to be the most efficient 
effective warfighter communications architecture operating in NC environments. These operational 
principles are independent of technology and focused on the enduring goals of the Army UC RA in using 
these capabilities. The characteristics of these principles improve the reusability of these UC capabilities in 
developing common RT, near-RT, and non-RT services for improved interoperability across the enterprise. 
The Army UC Reference Architecture will be based on the following unique global principles that are 
synchronized with the global DoD IEA [2] operational principles as described earlier sections and Appendix 
F:  

P1. Open Standards: The Army UC Architecture must use standardized open protocols/interfaces for 
all functional entities such as, not limited to, application servers, call control entities, network 
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switches/routers, and end user devices to provide economies-of-scale ensuring interoperability for 
all RT, near-RT, and non-RT services in multi-vendor product environments converging all access 
technologies including wire-line and wireless over a single unified global 
IP/MPLS/DWDM/GMPLS/Fiber backbone network. 

P2. Performance: The UC Architecture will provide performances that will meet the requirements of 
quality-of-service (QoS), reliability and availability for all RT, near-RT, and non-RT services that are 
used by warfighters in bases/ camps/posts/stations connected by the network 
(IP/PMLS/GMPLS/DWDM/Fiber Backbone, Access, And Premises) across the globe. 

P3. Mobility: The Army UC architecture will support global mobility services including user mobility, 
device/terminal mobility, network mobility, services mobility, and ad hoc mobility. 

P4. Information Assurance(IA): The Army UC architecture will provide end-to-end security for all 
layers including the application layer, in Open Standard International [OSI] terminology from layer 1 
to layer 7, for all UC applications, resources, and warfighter users along with the use a single 
digital identity to uniquely identify an individual. 

4.1.2 Rules in Compliance of Principles 
Each UC global operational principle described in Section 4.1.1 will also have some global operational rules 
that will provide some guidance and constraints to the major UC architectural sub-components of the Army 
UC RA described earlier summarized as follows: 

 RT, near-RT, and non-RT Application Server/Client 

 SCF 

 Call Control Entity (e.g. LSC/WAN SS/MFSS) 

 Network (Premises/Access and IP/MPLS/DWDM/GMPLS/Fiber Backbone) 

The operational rules applied in defining each UC sub-component will ensure that the global operational 
principles are being materialized in UC architectural products with desired capabilities. We have seen that 
Army UC RA has been only four global operational principles short termed as Open Standards, 
Performance, Mobility, and Security. Each of these global operational principles creates different kinds of 
global operational rules to each of these four UC RA architectural sub-component areas namely Application 
Server/Client, SCF, Call Control Entity, and Network generating 16 distinct global operational rules. 
Moreover, each of these distinct global operational rules may generate further global operational sub-rules 
depending on whether or not each of these sub-architectural component areas is involved in to RT, near-
RT, and/or non-RT services. Table 5 provides a summary how we have organized all global operational 
principles and rules considering all the factors that have been described. 

Table 5: Organization of UC RA Global Operational Principles and Rules 
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Army UC RA Functional Sub-Component Areas Organizational Relationship to Principles and Rules 

Principle UC Application Server/Client SCF Call Control Entity 
(LSC/WAN SS/MFSS) 

Network 
(Premises/Access and 

IP/MPLS/DWDM/GMPLS/Fiber 
Backbone) 

P1 R1 R2 R3 R4 

RT Near-RT Non-RT  RT Near-RT Non-RT RT Near-RT RT Near-RT Non-RT  

 

P2 
R5 R6 R7 R8 

RT Near-RT Non-RT  RT Near-RT Non-RT RT Near-RT RT Near-RT Non-RT  

 

P3 
R9 R10 R11 R12 

RT Near-RT Non-RT  RT Near-RT Non-RT RT Near-RT RT Near-RT Non-RT  

 

P4 
R13 R14 R15 R16 

RT Near-RT Non-RT  RT Near-RT Non-RT RT Near-RT RT Near-RT Non-RT  

 

Table 6 depicts the Army UC RA Functional Sub-Component Areas that are mapped to global “operational” 
guiding principles and rules described in this document. It should be noted that these are the subsets of the 
global DoD operational principles and rules described in DoD IEAv2.0 in relation to the UC services. 
Appendixes A, F, G and H of this Army UC RA document describe the detailed RA, mapping of UC 
capabilities, performance requirements, and QoS, respectively. The key is that the UC services need to be 
managed on end-to-end basis across all functional architecture segments in meeting the needs of all UC 
applications.  

Table 6: Mapping between UC RA Functional Sub-Component Areas and UC Global Operational 
Principles and Rules 

 

 

Army UC RA Functional Sub-Component Areas to UC Global Operational Principles and Rules Mapping 

Principles Army UC Global Operational Army UC RA Functional Sub-Component Areas and Global 
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Principles Operational Rules 

UC Application 
Servers/Clients 

 

Service 
Control 

Function 

Call Control 
Functional 
Entities (or 

Session 
Controllers) 

 

Network:  

 

 

Rules for Respective UC RA Functional Sub-Component Areas 
Corresponding to Each Principle 

Global 
Operational 
Principles 

(P1) 

Open Standards: The Army UC 
Architecture must use standardized 
open protocols/interfaces for all 
functional entities such as, not 
limited to, application servers, call 
control entities, network 
switches/routers, and end user 
devices to provide economies-of-
scale ensuring interoperability for 
all RT, near-RT, and non-RT 
services in multi-vendor product 
environments converging all 
access technologies including wire-
line and wireless over a single 
unified global 
IP/MPLS/DWDM/GMPLS/Fiber 
backbone network. 

(R1) 

Open 
Standards: 
RT/near-RT and 
Non-RT 

(R2) 

Open 
Standards: 
SCF 

(R3) 

Open 
Standards: 
LSC, WAN 
SS, and 
MFSS 

(R4) 

Open Standards: 
Premises/ 
Access and 
IP/MPLS/ 
DWDM/GMPLS/ 
Fiber Backbone 

(P2) 

Performance: The UC 
Architecture will provide 
performances that will meet 
the requirements of quality-
of-service (QoS), reliability 
and availability for all RT, 
near-RT, and non-RT 
services that are used by 
warfighters in bases/ 

(R5) 

Performance: 
RT/near-RT and 
Non-RT 

(R6) 

Performance
: SCF 

(R7) 

Performance
: LSC, WAN 
SS, and 
MFSS 

(R8) 

Performance: 
Premises/ 
Access and 
IP/MPLS/ 
DWDM/GMPLS/ 
Fiber Backbone 
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camps/posts/stations 
connected by the network 
(IP/PMLS/GMPLS/DWDM/Fi
ber Backbone, Access, And 
Premises) across the globe. 

(P3) 

Mobility: The Army UC 
architecture will support global 
mobility services including user 
mobility, device/terminal mobility, 
network mobility, services mobility, 
and ad hoc mobility. 

(R9) 

Mobility: 
RT/near-RT and 
Non-RT 

(R10) 

Mobility: SCF 

(R11) 

Mobility: 
LSC, WAN 
SS, and 
MFSS 

(R12) 

Mobility: 
Premises/ 
Access and 
IP/MPLS/ 
DWDM/GMPLS/ 
Fiber Backbone 

(P4) 

Information Assurance: The 
Army UC architecture will provide 
end-to-end security for all layers 
including the application layer, in 
Open Standard International [OSI] 
terminology from layer 1 to layer 7, 
for all UC applications, resources, 
and warfighter users along with the 
use a single digital identity to 
uniquely identify an individual. 

(R13) 

Information 
Assurance: 
RT/near-RT and 
Non-RT 

(R14) 

Information 
Assurance: 
SCF 

(R15) 

Information 
Assurance: 
LSC, WAN 
SS, and 
MFSS 

(R16) 

Information 
Assurance: 
Premises/ 
Access and 
IP/MPLS/ 
DWDM/GMPLS/ 
Fiber Backbone 

4.2 Description of UC RA Principles and Rules 

The overall general UC RA principles are described here to meet the overarching architectural needs of the 
global warfighter network that encompasses of all functions from the physical layer to the application layer 
along with each kind of media of the UC applications which will traverse over different infrastructure 
segments such as data center (application servers, SCF, and Call Control Entities), network, and 
bases/posts/camps/stations (application clients, Local Session Controllers). Based on these global 
principles (Open Standards, Performance, Mobility, and IA, we have also formulated the individual global 
operational rules for each of these global operational principles of each UC RA sub-component architecture 
area (Application Servers/Clients, SCF, and Call Control Entities, and Network). However, further 
clarifications for each of these global operational principles and rules need to be provided, and Table 7 
provides detailed explanations for each principle and its corresponding rules. Application servers and the 
SCF will run a variety application protocols including AS-SIP as explained in Appendix A while the session 
controllers will run only AS-SIP. MFSS may use H.248 for interworking with ISUP ISDN User Part of TDM 
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network. In addition, Inter-working function (IWF) between H.323 and AS-SIP may also be used where 
needed. The IP protocol will run over the lower physical transport networks like MPLS, GMPLS, DWDM, 
fiber optic including the classical TDM/ISDN, SONET and others.  
 

Table 7: Description of UC Global Operational Principles and Rules 
 

Principle Rule 

Principle Description Description Description Description Description 

(P1) 

Open Standards: The 
Army UC Architecture must 
use standardized open 
protocols/interfaces for all 
functional entities such as, 
not limited to, application 
servers, call control entities, 
network switches/routers, 
and end user devices to 
provide economies-of-scale 
ensuring interoperability for 
all RT, near-RT, and non-
RT services in multi-vendor 
product environments 
converging all access 
technologies including wire-
line and wireless over a 
single unified global 
IP/MPLS/DWDM/GMPLS/Fi
ber backbone network. 

 

The four sub-
architectural 
components of the 
end-to-end Army 
UC RA must use 
open-standards-
based protocols/ 
/interfaces for 
communications. 
In addition, each of 
these sub-
architectural 
components may 
have many other 
functional entities, 
and those 
functional entities 
must also use 
open standards-
based protocols/ 
interfaces as 
described in 
Appendix A: Army 
UC RA and Call 
Flows and 
Appendix D: Army 
UC RA StdV-
1/StdV-2 Technical 
Standards Profile 
of this document. 

(R1) 

Open Standards: 
RT/near-RT and 
Non-RT 
Application 
Servers/Clients 

Each RT/near-RT 
app server must 
use AS-SIP call 
control protocol for 
communicating 
with the session 
controllers (e.g. 
LSCs, MFSSs, 
WAN SSs) via the 
SCF, and each 
non-RT app server 
must use open 
standards-based 
protocols/ 
interfaces per 
Appendixes A and 
D. 

(R2) 

Open 
Standards: 
SCF 

SCF must use 
open 
standards-
based 
protocols/ 
interfaces for 
communicatio
ns with each 
of the app 
servers 
(RT/near-RT). 
If value-added 
multimedia 
services need 
to be used 
integrated with 
non-RT 
applications, 
SCF may also 
communicate 
among the 
non-RT 
application 
servers. 

 

(R3) 

Open 
Standards: 
LSC, WAN 
SS, and 
MFSS 

All session 
controllers 
must use AS-
SIP call 
control 
protocol as it 
is the only 
protocol of 
choice over 
the IP network 
as mandated 
by DoD [1]. 
Other open 
standards-
based 
interworking 
protocols with 
AS-SIP for 
enabling the 
smooth 
migration of 
the existing 
legacy 
protocols as 
specified in 
Appendixes A 
and D. 

(R4) 

Open 
Standards: 
Premises/ 
Access and 
IP/MPLS/ 
DWDM/GMPLS/ 
Fiber 
Backbone 

The open 
standards 
protocols/ 
interfaces must 
be used for the 
IP, MPLS, 
GMPLS, 
DWDM, LAN, 
and fiber with 
wire-line and 
wireless network 
as specified in 
Appendixes A, 
D, and H. 
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(P2) 

Performance: The UC 
Architecture will provide 
performances that will meet 
the requirements of quality-
of-service (QoS), reliability 
and availability for all RT, 
near-RT, and non-RT 
services that are used by 
warfighters in bases/ 
camps/posts/stations 
connected by the network 
(IP/PMLS/GMPLS/DWDM/F
iber Backbone, Access, And 
Premises) across the globe. 

 

The four sub-
architectural 
components of the 
Army UC RA must 
work seamlessly in 
support of meeting 
the end-to-end 
performance 
requirements 
(QoS, reliability, 
availability) of each 
UC application 
(RT, near-RT, and 
non-RT)  for 24x7 
hours-operation 
including the peak-
period as 
described in 
Appendix A: Army 
UC RA and Call 
Flows and 
Appendix H: Army 
UC QoS RA of this 
document. 

(R5) 

Performance: 
RT/near-RT and 
Non-RT 
Application 
Servers/Clients 

The UC 
applications server 
farm of each data 
center must 
maintain the 
desired 
performance (QoS, 
reliability and 
availability) 
requirements with 
adequate 
processing 
capability, storage 
and bandwidth for 
each kind of 
application UC (RT, 
near-RT, and non-
RT) for the 24x7 
hours-operation 
including the peak-
period as specified 
in Appendixes A 
and H of this 
document. In 
addition, priority 
levels of resource 
utilization needs to 
be maintained as 
specified in 
Appendixes A and 
H. 

 

(R6) 

Performance: 
SCF 

The SCF 
entity must 
maintain the 
desired 
performances 
(QoS, 
reliability and 
availability) 
levels with 
adequate 
processing 
capability, 
storage and 
bandwidth in 
communicatio
ns with all 
kinds of app 
servers (RT, 
near-RT, and 
non-RT) and 
session 
controllers 
(LSCs, 
MFSSs, WAN 
SSs) for the 
24x7 hours-
operation 
including the 
peak-period 
as specified in 
Appendixes A 
and H of this 
document. In 
addition, 
priority levels 
of resource 
utilization 
needs to be 
maintained as 
specified in 
Appendixes A 
and H. 

(R7) 

Performance: 
LSC, WAN 
SS, and 
MFSS 

Each session 
controller 
(LSC, MFSS, 
WAN SS) 
must maintain 
the desired 
performances 
(QoS, 
reliability and 
availability) 
levels in 
handling the 
calls with 
adequate 
processing 
capability, 
storage and 
bandwidth in 
communicatio
ns with all 
RT/near-RT 
app servers 
(for the 24x7 
hours-
operation 
including the 
peak-period 
as specified in 
Appendixes A 
and H of this 
document. In 
addition, 
priority levels 
of resource 
utilization 
needs to be 
maintained as 
specified in 
Appendixes A 
and H. 

(R8) 

Performance: 
Premises/ 
Access and 
IP/MPLS/ 
DWDM/GMPLS/ 
Fiber 
Backbone 

The end-to-end 
UC network 
consisting with 
Premises/ 
Access and 
IP/MPLS/ 
DWDM/GMPLS/ 
Fiber Backbone 
must support the 
performance 
(QoS, reliability 
and availability) 
requirements 
with adequate 
bandwidth 
capacity for all 
kinds of UC 
applications 
(RT, near-RT, 
and non-RT) for 
the 24x7 hours-
operation 
including the 
peak-period 
supporting all 
warfighters as 
specified in 
Appendixes A 
and H of this 
document. 
Moreover, 
priority levels of 
resource 
utilization needs 
to be maintained 
as specified in 
Appendixes A 
and H. 
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  In addition, the 
open standards-
based protocols/ 
interfaces must 
be used for 
mapping of the 
performance 
requirements 
(QoS, reliability, 
availability) UC 
applications 
(RT, near-RT, 
and non-RT) to 
the network 
layer as 
specified in 
Appendixes A 
and H. 

(P3) 

Mobility: The Army UC 
architecture will support 
global mobility services 
including user mobility, 
device/terminal mobility, 
network mobility, services 
mobility, and ad hoc 
mobility. 

 

The four sub-
architectural 
components of the 
end-to-end Army 
UC RA must 
support the 
mobility (user 
mobility, device/ 
terminal mobility, 
network mobility, 
services mobility, 
and ad hoc 
mobility) 
seamlessly 
providing services 
to warfighters for 
each kind of 
application (RT, 
near-RT, and non-
RT)  as specified in 
Appendix A: Army 
UC RA and Call 
Flows and 
Appendix H: Army 
UC QoS RA of this 
document). 

(R9) 

Mobility: RT/near-
RT and Non-RT 
Application 
Servers/Clients 

The UC application 
architectures for all 
applications (RT, 
near-RT, and non-
RT) located in the 
data centers 
distributed across 
the globe must be 
robust enough to 
support the mobility 
(user mobility, 
device/terminal 
mobility, network 
mobility, services 
mobility, and ad 
hoc mobility) 
maintaining the 
appropriate 
performance levels 
seamlessly in both 
wire-line and 
wireless networking 

(R10) 

Mobility: SCF 

The SCF 
architecture 
must be 
robust enough 
to support the 
mobility (user 
mobility, 
device/ 
terminal 
mobility, 
network 
mobility, 
services 
mobility, and 
ad hoc 
mobility) 
maintaining 
the 
appropriate 
performance 
levels (for 
each kind of 
UC app [RT, 
near-RT, and 
non-RT]) 

(R11) 

Mobility: 
LSC, WAN 
SS, and 
MFSS 

The session 
controller 
(LSC, WAN 
SS, or MFSS) 
architecture 
must be 
robust enough 
to support the 
mobility (user 
mobility, 
device/ 
terminal 
mobility, 
network 
mobility, 
services 
mobility, and 
ad hoc 
mobility) 
maintaining 
the 
appropriate 

(R12) 

Mobility: 
Premises/ 
Access and 
IP/MPLS/ 
DWDM/GMPLS/ 
Fiber 
Backbone 

The end-to-end 
network 
(Premises/ 
Access and 
IP/MPLS/ 
DWDM/GMPLS/ 
Fiber Backbone) 
architecture 
must be robust 
enough to 
support the 
mobility (user 
mobility, device/ 
terminal 
mobility, network 
mobility, 
services 
mobility, and ad 
hoc mobility) 
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environment as 
described in 
Appendixes A and 
H of this 
document..  

seamlessly in 
both wire-line 
and wireless 
networking 
environment 
as described 
in Appendixes 
A and H of 
this document. 

performance 
levels (for 
both RT and 
near-RT app) 
seamlessly in 
both wire-line 
and wireless 
networking 
environment 
as described 
in Appendixes 
A and H of 
this document. 

maintaining the 
appropriate 
performance 
levels (for each 
kind of UC app 
[RT, near-RT, 
and non-RT]) 
seamlessly in 
both wire-line 
and wireless 
networking 
environment as 
described in 
Appendixes A 
and H of this 
document. 

(P4) 

Information Assurance: 
The Army UC architecture 
will provide end-to-end 
security (authentication, 
authorization, 
encryption/integrity, and/or 
non-repudiation) for all 
layers including the 
application layer, in Open 
Standard International [OSI] 
terminology from layer 1 to 
layer 7, for all UC 
applications, resources, and 
warfighter users 
(persons/non-persons) 
along with the use a single 
digital identity to uniquely 
identify an individual person 
and non-person entity. 

 

The four sub-
architectural 
components of the 
end-to-end Army 
UC RA must 
ensure end-to-end 
security  
(authentication, 
authorization, 
encryption/integrity
, and/or non-
repudiation) 
seamlessly from 
the physical layer 
to the application 
layer (Layer 1 to 7 
in OSI terminology) 
providing services 
to warfighters for 
each kind of 
application (RT, 
near-RT, and non-
RT)  ensuring a 
single digital 
identity to uniquely 
identify an 
individual as 
specified in 
Appendix A: Army 
UC RA and Call 
Flows of this 

(R13) 

Information 
Assurance:  
RT/near-RT and 
Non-RT 
Application 
Servers/Clients 

The application 
layer security in 
using each UC 
application (RT, 
near-RT, and non-
RT) of the app 
server in the data 
center by any 
warfighter must 
ensure the end-to-
end security in 
coordination with 
the security of the 
lower layer in view 
of a single digital 
identity to uniquely 
identity an 
individual as 
specified in 
Appendix A of this 
document. 

(R14) 

Information 
Assurance: 
SCF 

The 
application 
layer security 
in using each 
UC application 
(RT, near-RT, 
and non-RT) 
of the app 
server in the 
data center 
accessing 
through the 
SCF by any 
warfighter 
must ensure 
the end-to-end 
security in 
coordination 
with the 
security of the 
lower layer in 
view of a 
single digital 
identity to 
uniquely 
identity an 

(R15) 

Information 
Assurance:  
LSC, WAN 
SS, and 
MFSS 

The 
application 
layer security 
in using both 
RT and near-
RT UC 
application of 
the app 
servers in the 
data center 
accessing 
through the 
session 
controllers 
(LSCs, 
MFSSs, and 
WAN SSs)  by 
any warfighter 
must ensure 
the end-to-end 
security in 
coordination 
with the 
security of the 

(R16) 

Information 
Assurance:  
Premises/ 
Access and 
IP/MPLS/ 
DWDM/GMPLS/ 
Fiber 
Backbone 

The network 
(Premises/ 
Access and 
IP/MPLS/ 
DWDM/GMPLS/ 
Fiber Backbone) 
layer security 
including virtual 
private network 
(VPN)/Virtual 
(VLAN) must 
work seamlessly 
with the higher 
layer security in 
view of a single 
digital identity to 
uniquely identity 
an individual. As 
specified in 
Appendix A of 
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document. individual as 
specified in 
Appendix A of 
this document. 

lower layer in 
view of a 
single digital 
identity to 
uniquely 
identity an 
individual as 
specified in 
Appendix A of 
this document. 

this document. 

4.3 Assumptions, Constraints, Risks, and Mitigation Strategy of UC RA 
Principles/Rules 

4.3.1 Principle 1 (P1): Open Standards 
Table 8 depicts the business rules (R1-R4) of Principle 1 (P1): Open Standards for different UC sub-
architectural segments along with references of the authoritative documents. 

Table 8: Principle 1 (P1) – Open Standards  
 

Principle Rule 

Principle Description Description Description Description Description 

(P1) 

Open Standards: The Army 
UC Architecture must use 
standardized open 
protocols/interfaces for all 
functional entities such as, not 
limited to, application servers, 
call control entities, network 
switches/routers, and end user 
devices to provide economies-
of-scale ensuring 
interoperability for all RT, near-
RT, and non-RT services in 
multi-vendor product 
environments converging all 
access technologies including 
wire-line and wireless over a 
single unified global 
IP/MPLS/DWDM/GMPLS/Fiber 

 

The four sub-
architectural 
components of 
the end-to-end 
Army UC RA 
must use open-
standards-based 
protocols/ 
/interfaces for 
communications. 
In addition, each 
of these sub-
architectural 
components may 
have many other 
functional 
entities, and 
those functional 
entities must 
also use open 

(R1) 

Open Standards: 
RT/near-RT and 
Non-RT 
Application 
Servers/Clients 

Each RT/near-RT 
app server must 
use AS-SIP call 
control protocol 
for communicating 
with the session 
controllers (e.g. 
LSCs, MFSSs, 
WAN SSs) via the 
SCF, and each 
non-RT app 
server must use 

(R2) 

Open 
Standards: SCF 

SCF must use 
open standards-
based protocols/ 
interfaces for 
communications 
with each of the 
app servers 
(RT/near-RT). If 
value-added 
multimedia 
services need to 
be used 
integrated with 
non-RT 
applications, 

(R3) 

Open 
Standards: 
LSC, WAN 
SS, and 
MFSS 

All session 
controllers 
must use 
AS-SIP call 
control 
protocol as it 
is the only 
protocol of 
choice over 
the IP 
network as 
mandated by 

(R4) 

Open 
Standards: 
Premises/ 
Access and 
IP/MPLS/ 
DWDM/GMPLS/ 
Fiber 
Backbone 

The open 
standards 
protocols/ 
interfaces must 
be used for the 
IP, MPLS, 
GMPLS, 
DWDM, LAN, 
and fiber with 
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backbone network. standards-based 
protocols/ 
interfaces as 
described in 
Appendix A: 
Army UC RA and 
Call Flows and 
Appendix D: 
Army UC RA 
StdV-1/StdV-2 
Technical 
Standards 
Profile of this 
document. 

open standards-
based protocols/ 
interfaces per 
Appendixes A and 
D. 

SCF may also 
communicate 
among the non-
RT application 
servers. 

 

DoD [1]. 
Other open 
standards-
based 
interworking 
protocols 
with AS-SIP 
for enabling 
the smooth 
migration of 
the existing 
legacy 
protocols as 
specified in 
Appendixes 
A and D. 

wire-line and 
wireless 
network as 
specified in 
Appendixes A, 
D, and H. 

 

Reference Documents 

1) DoD UCR 2008 Change 3 [1]  

2) Appendix A: Army UC RA and Call Flows of this Army UC RA document 

 

3) Appendix D: Army UC RA StdV-1 and StdV-2 of this Army UC RA document 

 

4.3.1.1     (P1/R1-R4) Assumptions 
 The open standards-based protocols/interfaces defined, not limited to, in StdV-1/Stdv-2 of 

Appendix D of this document for all UC functional entities including application protocols are for the 
UC functional architecture only and does not represent how a given product or a set of products 
will be realized physically in the commercial products. 

 In addition to open standards protocols defined in this Army UC RA, many other open standard-
based protocols/interfaces may be used by each UC application server (RT, near-RT, or non-RT) 
for creation and invoking services. 

 All session controllers (LSCs, WAN SSs, MFSSs) will use AS-SIP as the open standard call control 
protocol as the protocol of choice by DoD. 

 Chat/IM/Presence only solution will use XMPP protocol. 

 Chat/IM/Presence integrated with audio and/or video will use only AS-SIP protocol. 

 The communications between the SCF and the session controllers (LSCs, WAN SSs, and MFSSs) 
will only be done using AS-SIP protocol. 

 The SCF functional entity is expected to follow the open standards-based protocol architecture 
defined in the Multi-Switch Forum (MSF) standards organization. 
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4.3.1.2     (P1/R1-R4) Constraints 
 The UC solution/implementation architecture of the Army UC RA needs to abide by all principles 

and rules related to open standards articulated in this rule-based Army UC RA document. 

 The UC products chosen for the UC solution/implementation architecture needs to use the open 
standards-based protocols/interfaces specified in this Army UC RA document. 

 The communications of all UC architectural sub-components such as application servers/clients 
(RT, near-RT, and non-RT), SCF, call control entities (LSCs, MFSSs, WAN SSs) and network 
(Premises/Access/IP/MPLS/GMPLS/DWDM/Fiber Backbone) occur using open standards-based 
technical standards as specified, not limited to, in StdV-1/StdV-2 of Appendix D of this document. 

 UC architecture allows offering the same services over both IP and TDM/ISDN network end users, 
but existing legacy devices using legacy interfaces of the existing TDM/ISDN network must migrate 
to EoIP environments gracefully using open standards specified in this document as soon as 
possible to have the same level of functionalities along with enhanced capabilities. 

4.3.1.3     (P1/R1-R4) Risks 
 Army I3MP, I3C2, and other implementation/solution architecture need to use the open standards-

based protocols/interfaces specified in StdV-1/StdV-2 of Appendix D of this Army UC RA document 
otherwise risks will be non-scalable UC architecture jeopardizing the very NC networking 
environments for sharing resources that DoD has already mandated otherwise risks will be there to 
fall short in meeting the requirements. 

4.3.1.4     (P1/R1-R4) Mitigation Strategy 
 All Army UC implementation/solution architectures including Installation Information Infrastructure 

Modernization Program (I3MP) and Installation Information Infrastructure Communications and 
Capabilities (I3C2) will be aligned  with the recommendations provided in this Army UC RA. 

 The migration of the legacy call control protocols such as ISUP, H.323, and others to the AS-SIP 
call control protocol needs to done as specified in this Army UC RA document  and DoD UCR 2008 
Change 3 [1].  

 The migration of legacy networks such as ATM, PSTN/ISDN/TDM, and SONET to the 
IP/MPLS/GMPLS/DWDM/Fiber needs to be done in accordance to specifications provided in this 
Army UC RA document  and DoD UCR 2008 Change 3 [1]. 

4.3.1.5     (P1/R1-R4) Technical Positions and Patterns 
 Open technical standards related to Army UC RA provided in StdV-1 and StdV-2 of Appendix D of 

this document need to be used. 

 The UC architectural configuration patterns that are provided in this Army UC RA document and 
the DoD UCR 2008 Change 3 [1] for using open technical standards must be followed. 

 
4.3.2 Principle 2 (P2): Performance 
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Table 9 depicts the business rules (R5-R8) of Principle 2 (P2): Performance for different UC sub-
architectural segments along with references of the authoritative documents.  

Table 9: Principle 2 (P2) – Performance  
 

Principle Rule 

Principle Description Description Description Description Description 

(P2) 

Performance: The UC 
Architecture will provide 
performances that will meet the 
requirements of quality-of-
service (QoS), reliability and 
availability for all RT, near-RT, 
and non-RT services that are 
used by warfighters in bases/ 
camps/posts/stations 
connected by the network 
(IP/PMLS/GMPLS/DWDM/Fiber 
Backbone, Access, And 
Premises) across the globe. 

 

The four sub-
architectural 
components of 
the Army UC 
RA must work 
seamlessly in 
support of 
meeting the 
end-to-end 
performance 
requirements 
(QoS, 
reliability, 
availability) of 
each UC 
application 
(RT, near-RT, 
and non-RT)  
for 24x7 hours-
operation 
including the 
peak-period as 
described in 
Appendix A: 
Army UC RA 
and Call Flows 
and Appendix 
H: Army UC 
QoS RA of this 
document. 

(R5) 

Performance: 
RT/near-RT and 
Non-RT 
Application 
Servers/Clients 

The UC 
applications 
server farm of 
each data center 
must maintain 
the desired 
performance 
(QoS, reliability 
and availability) 
requirements 
with adequate 
processing 
capability, 
storage and 
bandwidth for 
each kind of 
application UC 
(RT, near-RT, 
and non-RT) for 
the 24x7 hours-
operation 
including the 
peak-period as 
specified in 
Appendixes A 
and H of this 
document. In 
addition, priority 
levels of 
resource 

(R6) 

Performance: 
SCF 

The SCF entity 
must maintain 
the desired 
performances 
(QoS, reliability 
and availability) 
levels with 
adequate 
processing 
capability, 
storage and 
bandwidth in 
communications 
with all kinds of 
app servers 
(RT, near-RT, 
and non-RT) 
and session 
controllers 
(LSCs, MFSSs, 
WAN SSs) for 
the 24x7 hours-
operation 
including the 
peak-period as 
specified in 
Appendixes A 
and H of this 
document. In 
addition, priority 
levels of 
resource 
utilization needs 

(R7) 

Performance: 
LSC, WAN SS, 
and MFSS 

Each session 
controller (LSC, 
MFSS, WAN 
SS) must 
maintain the 
desired 
performances 
(QoS, reliability 
and availability) 
levels in 
handling the 
calls with 
adequate 
processing 
capability, 
storage and 
bandwidth in 
communications 
with all RT/near-
RT app servers 
(for the 24x7 
hours-operation 
including the 
peak-period as 
specified in 
Appendixes A 
and H of this 
document. In 
addition, priority 
levels of 
resource 
utilization needs 

(R8) 

Performance: 
Premises/ 
Access and 
IP/MPLS/ 
DWDM/GMPLS/ 
Fiber 
Backbone 

The end-to-end 
UC network 
consisting with 
Premises/ 
Access and 
IP/MPLS/ 
DWDM/GMPLS/ 
Fiber Backbone 
must support 
the performance 
(QoS, reliability 
and availability) 
requirements 
with adequate 
bandwidth 
capacity, 
satisfactory 
latency, 
redundant 
network path, 
and ideally 
diversified 
service 
providers for all 
kinds of UC 
applications 
(RT, near-RT, 
and non-RT) for 
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utilization needs 
to be maintained 
as specified in 
Appendixes A 
and H. 

 

to be 
maintained as 
specified in 
Appendixes A 
and H. 

 

to be 
maintained as 
specified in 
Appendixes A 
and H. 

 

the 24x7 hours-
operation 
including the 
peak-period 
supporting all 
warfighters as 
specified in 
Appendixes A 
and H of this 
document. 
Moreover, 
priority levels of 
resource 
utilization needs 
to be 
maintained as 
specified in 
Appendixes A 
and H. 

In addition, the 
open standards-
based 
protocols/ 
interfaces must 
be used for 
mapping of the 
performance 
requirements 
(QoS, reliability, 
availability) UC 
applications 
(RT, near-RT, 
and non-RT) to 
the network 
layer as 
specified in 
Appendixes A 
and H. 

Reference Documents 

1. DoD UCR 2008 Change 3 [1] 

1. Appendix A: Army UC RA and Call Flows of this Army UC RA document 

2. Appendix D: Army UC RA StdV-1 and StdV-2 of this Army UC RA document 

3. Appendix G: Performance Requirements  of Army this UC RA document 
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4. Appendix H: Army UC QoS RA of this Army UC RA document. 

4.3.2.1     (P2/R5-R8) Assumptions 
 The UC policy server will be populated with required performance (e.g. QoS, reliability, and 

availability) parameters (see Appendix G of this document) either through UC applications 
dynamically or through manual provisioning. 

 UC system management center has the capabilities for monitoring of the policy implementations 
related to QoS, reliability, and availability for all functional entities as recommended in Appendix H 
of this Army UC RA document. 

 Appendix A: Army UC RA and Call Flows of this document that describes the interactions among 
all functional entities such as UC application servers, session controllers (e.g. LSCs/MFSSs/WAN 
SSs), routers, and others for invoking of policies related to performances (e.g. QoS, reliability, and 
availability) for different applications over the IP network to meet the performance requirements of 
each media of each UC application at the time of the call setup is an integral part of this 
performance policy principle and its corresponding rules. 

 The policy server related to UC performance (see Appendix A of this document) keeps the 
information how each of these UC sub-architectural segments is required to take care of 
performances for each media in its own segment in view of the end-to-end performance 
requirements provided in Appendixes G and H of this Army UC RA. 

4.3.2.2     (P2/R5-R8) Constraints 
 The functional entities like UC application servers, session controllers (e.g. LSCs, MFSSs, WAN 

SSs), and routers need to have capabilities for commendations with the policy server related to the 
UC performance using the technical standards known as Common Open Policy Service (COPS) 
protocol listed in StdV-1 and StdV-2 of Appendix D of this Army UC RA document and DoD UCR 
2008 Change 3 [1]. 

 The functional entities like UC application servers (RT, near-RT, and non-RT), session controllers 
(e.g. LSCs, MFSSs, WAN SSs), and routers need to have capabilities for implementation of the 
traffic Prioritization using priority queueing such as First in, first out (FIFO), Weighted fair queueing 
(WFQ), Custom queueing (CQ), Priority queueing (PQ), and Class-based Weighted Fair Queueing 
(CB-WFQ) by all functional entities will be coupled with the MLPP-based precedent levels (FO, F, I, 
P, R) shown in Table 3 as dictated by the policy related to performance for each media of each UC 
application at the time of UC call setup time (see Appendixes A and H of this document). 

 The functional entities like UC application servers (RT, near-RT, and non-RT), session controllers 
(e.g. LSCs, MFSSs, WAN SSs), and routers need to have appropriate redundancy with sufficient 
backup for both hardware and functional resources to meet or exceed the availability/reliability 
requirements specified in Appendix G and H of this Army UC RA document in their respective 
segments. 

 The end-to-end performances specified in Appendixes G and H of this Army UC RA document 
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must be met in the UC network architecture that may contain the combination of the at-the-halt 
(ATH)  and/or on-the-move (OTM) communications environments. 

4.3.2.3     (P2/R5-R8) Risks 
 Army I3MP, I3C2, and other implementation/solution architecture need to use UC policy server 

related to performance per recommendations provided in this document, otherwise risks will be 
their not meeting proper performances for the UC applications. 

 Army I3MP, I3C2, and other implementation/solution architecture need to have for managing the 
QoS/availability/reliability proactively if the monitoring capabilities of both hardware and software 
resources are not provided per recommendations provided in this document. 

4.3.2.4     (P2/R5-R8) Mitigation Strategy 
 All Army UC implementation/solution architectures including I3MP and I3C2 will be aligned  with 

the recommendations provided in this Army QoS RA for implementing the UC policy server related 
to performances. 

4.3.2.5     (P2/R5-R8) Technical Positions and Patterns 
 Technical standards related to UC policy related to performances provided in StdV-1 and StdV-2 of 

DoD UCR 2008 Change 3 and Army UC RA need to be used. 

 The UC architectural configuration patterns related to UC performances that are provided in this 
Army UC RA and DoD UCR 2008 Change 3 [1] must be followed. 

 
4.3.3 Principle 3 (P3): Mobility 
Table 10 depicts the business rules (R9-R12) of Principle 3 (P3): Open Standards for different UC sub-
architectural segments along with references of the authoritative documents. 

Table 10: Principle 3 (P3) – Mobility 
 

Principle Rule 

Principle Description Description Description Description Description 

(P3) 

Mobility: The 
Army UC 
architecture 
will support 
global mobility 

 

The four sub-
architectural 
components of the 
end-to-end Army UC 
RA must support the 
mobility (user mobility, 
device/terminal 

(R9) 

Mobility: RT/near-RT 
and Non-RT 
Application 
Servers/Clients 

(R10) 

Mobility: SCF 

The SCF 
architecture must 
be robust 

(R11) 

Mobility: LSC, 
WAN SS, and 
MFSS 

The session 

(R12) 

Mobility: 
Premises/ 
Access and 
IP/MPLS/ 
DWDM/GMPLS/ 
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services 
including user 
mobility, 
device/terminal 
mobility, 
network 
mobility, 
services 
mobility, and 
ad hoc 
mobility. 

mobility, network 
mobility, services 
mobility, and ad hoc 
mobility) seamlessly 
providing services to 
warfighters for each 
kind of application (RT, 
near-RT, and non-RT)  
as specified in 
Appendix A: Army UC 
RA and Call Flows and 
Appendix H: Army UC 
QoS RA of this 
document). 

The UC application 
architectures for all 
applications (RT, near-
RT, and non-RT) 
located in the data 
centers distributed 
across the globe must 
be robust enough to 
support the mobility 
(user mobility, device/ 
terminal mobility, 
network mobility, 
services mobility, and 
ad hoc mobility) 
maintaining the 
appropriate 
performance levels 
seamlessly in both wire-
line and wireless 
networking environment 
as described in 
Appendixes A and H of 
this document..  

enough to 
support the 
mobility (user 
mobility, device/ 
terminal mobility, 
network mobility, 
services mobility, 
and ad hoc 
mobility) 
maintaining the 
appropriate 
performance 
levels (for each 
kind of UC app 
[RT, near-RT, 
and non-RT]) 
seamlessly in 
both wire-line 
and wireless 
networking 
environment as 
described in 
Appendixes A 
and H of this 
document. 

controller (LSC, 
WAN SS, or 
MFSS) 
architecture must 
be robust enough 
to support the 
mobility (user 
mobility, device/ 
terminal mobility, 
network mobility, 
services mobility, 
and ad hoc 
mobility) 
maintaining the 
appropriate 
performance levels 
(for both RT and 
near-RT app) 
seamlessly in both 
wire-line and 
wireless 
networking 
environment as 
described in 
Appendixes A and 
H of this 
document. 

Fiber 
Backbone 

The end-to-end 
network 
(Premises/ 
Access and 
IP/MPLS/ 
DWDM/GMPLS/ 
Fiber 
Backbone) 
architecture 
must be robust 
enough to 
support the 
mobility (user 
mobility, device/ 
terminal 
mobility, 
network 
mobility, 
services 
mobility, and ad 
hoc mobility) 
maintaining the 
appropriate 
performance 
levels (for each 
kind of UC app 
[RT, near-RT, 
and non-RT]) 
seamlessly in 
both wire-line 
and wireless 
networking 
environment as 
described in 
Appendixes A 
and H of this 
document. 

Reference Documents 

1. DoD UCR 2008 Change 3 [1] 

2. Appendix A: Army UC RA and Call Flows of this Army UC RA document 

2. Appendix D: Army UC RA StdV-1 and StdV-2 of this Army UC RA document 
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4.3.3.1     (P3/R9-R12) Assumptions 
 The UC mobility architecture along with bases/posts/camps/stations covers all kinds of mobility 

criteria such user/warfighter mobility, terminal mobility, cellular-like mobility (i.e. that is moving 
around a fixed infrastructure), network mobility (i.e. a mobile network within a vehicle is moving 
relative to another fixed and/or mobile network), and ad hoc mobility (i.e. mobile nodes are moving 
independent of other mobile nodes with no fixed infrastructure as in the case of mobile ad hoc 
network [MANET]). 

 The detail of the UC mobility architecture will be described in the UC mobility solution/ 
implementation architecture within the framework specified in Appendix A of this Army UC RA 
document. 

 The AS-SIP and all other UC applications operate in client-server (C/S) architecture mode and are 
not suitable in ad hoc mobile network (MANET) environments where each mobile node acts an 
independent peer and no fixed infrastructure exists. 

 The Peer-to-Peer (P2P) applications like P2P SIP developed in the International Engineering Task 
Force (IETF) should be used instead of C/S-mode AS-SIP call control protocol in the UC 
architecture. Similar is the case for all other UC applications, that is, all of these C/S-mode UC 
applications need be re-architected in P2P architecture. The present Army UC RA document (or 
even DoD UCR 2008 Change 3 [1]) is yet to address any P2P UC Architecture or P2P applications 
that can be used for Army MANETs as it is required by Army Warfighter Information Network – 
Tactical (WIN-T) MANETs. However, a prototype for P2P MANET Management Protocol has been 
developed under small business innovative research (SBIR) program. 

4.3.3.2     (P3/R9-R12) Constraints 
 The continuity of the user/warfighter session must be provided under all mobile environments (e.g. 

user mobility, terminal mobility, cellular-like network mobility, and ad hoc mobility using robust 
mobile networking as specified in Appendix A of this Army UC RA document. 

 In the case of UC mobile ad hoc network (MANET), the peer-to-peer (P2P) application architecture 
is needed to satisfy the needs of the ad hoc mobility criteria for sustainment of the mission 
objectives where no fixed infrastructure exists. This Army UC RA (or even DoD UCR 2008 Change 
3 [1])  is yet to address any UC  P2P Architecture, and Army I3MP, I3C2, and other 
implementation/solution architecture need to wait to get the another new version of the Army UC 
RA that will address the UC MANET Architecture to address the ad hoc mobility. 

4.3.3.3     (P3/R9-R12) Risks 
 Army I3MP, I3C2, and other implementation/solution architecture need to have the mobility 

architecture for all kinds of mobile criteria as specified in Appendix A of this Army UC RA for 
managing mobility, otherwise risks will be their not meeting performances of the UC RT, near-RT, 
and non-RT services. 

 For MANETs, the new version of the Army UC RA with P2P application architecture will be 
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released in the near future, and the Army MANET implementation/solution architecture needs to be 
developed within the framework of that Army UC P2P MANET RA document. 

4.3.3.4     (P3/R9-R12) Mitigation Strategy 
 All Army UC implementation/solution architectures including I3MP and I3C2 will be aligned  with 

the recommendations provided in this Army QoS RA for implementing the mobility architecture. 

 Appendix A of this document needs to be followed for mitigation of any implementation issues. 

 For MANETs, the Army UC P2P MANET RA document that will be published in the near future 
needs to be used. 

4.3.3.5     (P3/R9-R12) Technical Positions and Patterns 
 Technical standards related to mobility provided in StdV-1 and StdV-2 of Appendix D of this Army 

UC RA need to be used. 

 The UC architectural configuration patterns that are provided related to mobility in this Army UC RA 
and Appendix A of this document and in DoD UCR 2008 Change 3 [1] must be followed. 

 

4.3.4 Principle 4 (P4): Information Assurance(IA) 
Table 11 depicts the business rules (R13-R16) of Principle 4 (P4): IA for different UC sub-architectural 
segments along with references of the authoritative documents. 

Table 11: Principle 4 (P4) – IA 
 

Principle Rule 

Principle Description Description Description Description Description 

(P4) 

Information 
Assurance: The 
Army UC 
architecture will 
provide end-to-end 
security 
(authentication, 
authorization, 
encryption/integrity, 
and/or non-
repudiation) for all 
layers including the 
application layer, in 

 

The four sub-
architectural 
components of the 
end-to-end Army 
UC RA must 
ensure end-to-end 
security 
(authentication, 
authorization, 
encryption/integrity, 
and/or non-
repudiation)  
seamlessly from 
the physical layer 

(R13) 

Information 
Assurance: RT/near-
RT and Non-RT 
Application 
Servers/Clients 

The application layer 
security in using each 
UC application (RT, 
near-RT, and non-RT) 
of the app server in 
the data center by 

(R14) 

Information 
Assurance: SCF 

The application 
layer security in 
using each UC 
application (RT, 
near-RT, and 
non-RT) of the 
app server in the 
data center 
accessing 

(R15) 

Information 
Assurance: 
LSC, WAN SS, 
and MFSS 

The application 
layer security in 
using both RT 
and near-RT UC 
application of the 
app servers in 
the data center 

(R16) 

Information 
Assurance: 
Premises/ 
Access and 
IP/MPLS/ 
DWDM/GMPLS/ 
Fiber Backbone 

The network 
(Premises/ 
Access and 
IP/MPLS/ 
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Open Standard 
International [OSI] 
terminology from 
layer 1 to layer 7, 
for all UC 
applications, 
resources, and 
warfighter users 
(persons/non-
persons) along with 
the use a single 
digital identity to 
uniquely identify an 
individual person 
and non-person 
entity. 

to the application 
layer (Layer 1 to 7 
in OSI terminology) 
providing services 
to warfighters for 
each kind of 
application (RT, 
near-RT, and non-
RT)  ensuring a 
single digital 
identity to uniquely 
identify an 
individual as 
specified in 
Appendix A: Army 
UC RA and Call 
Flows of this 
document. 

any warfighter must 
ensure the end-to-end 
security in 
coordination with the 
security of the lower 
layer in view of a 
single digital identity 
to uniquely identity an 
individual as specified 
in Appendix A of this 
document. 

through the SCF 
by any warfighter 
must ensure the 
end-to-end 
security in 
coordination with 
the security of the 
lower layer in 
view of a single 
digital identity to 
uniquely identity 
an individual as 
specified in 
Appendix A of 
this document. 

accessing 
through the 
session 
controllers 
(LSCs, MFSSs, 
and WAN SSs)  
by any warfighter 
must ensure the 
end-to-end 
security in 
coordination with 
the security of 
the lower layer in 
view of a single 
digital identity to 
uniquely identity 
an individual as 
specified in 
Appendix A of 
this document. 

DWDM/GMPLS/ 
Fiber Backbone) 
layer security 
including virtual 
private network 
(VPN)/Virtual 
(VLAN) must 
work seamlessly 
with the higher 
layer security in 
view of a single 
digital identity to 
uniquely identity 
an individual. As 
specified in 
Appendix A of 
this document. 

Reference Documents 

3. DoD UCR 2008 Change 3 [1] 

4. Appendix A: Army UC RA and Call Flows of this Army UC RA document 

5. Appendix D: Army UC RA StdV-1 and StdV-2 of this Army UC RA document 

 

4.3.4.1     (P4/R13-R16) Assumptions 
 The UC IA deals with all layers of security from physical layer 1 to application layer 7 in OSI 

terminology. 

 The UC IdAM will complement the DoD ICAM [5] for providing RT, near-RT, and non-RT UC 
services.  

 The policy server (authentication, authorization, and accounting [AAA]) related to UC information 
assurance (see Appendix A of this document) keeps the UC security policy information related to 
authentication, authorization, encryption/integrity, and non-repudiation including IdAM. 

4.3.4.2     (P4/R13-R16) Constraints 
 The UC IA that consists of Public Key Infrastructure (PKI), Common Access Card Service, 

Claimed-Based Architecture, Attribute-Based Access Control, Policy Decision Service, Directory 
Service, Edge Border Controller (EBC)/Data-Firewall/Intrusion Detection System (IDS)/Intrusion 
Prevention System (IPS), and Authentication, Authorization & Accounting (AAA) Services must be 
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used by the UC solution/implementation  architecture as specified in Appendix A of this Army UC 
RA document. 

 The UC IA will be using all aspects of IdAM and TLA RA because are the essential ingredients of 
the UC security capabilities. However, UC RA is dealing with all security features of all layers from 
physical layer to the application layer (layer 1 to 7 in Open Standard International [OSI] 
terminology). For example, AS-SIP of UC call control application has user-to-user authentication 
with HTTP digest/authentication, secured multipurpose internet mail extension (MIME) certificate 
and key exchanges in the application layer on the top of transport layer security (TLS). So, the UC 
IA is the superset of IdAM and TLA RA. 

 The Mission Assurance RA is not developed yet, but it is expected it will include the warfighter 
mission applications that will be built as value-added application on the top of the UC applications 
(RT, near-RT, and non-RT) including security. In this case, the Mission Assurance RA will be 
superset of the IA of Army UC RA. 

4.3.4.3     (P4/R13-R16) Risks 
 Army I3MP, I3C2, and other implementation/solution architecture need to implement UC IA as 

specified in this document including Appendix A, otherwise risks will be their not meeting proper 
security (authentication, authorization, encryption/integrity, and/or non-repudiation) including IdAM 
of the UC RT, near-RT, and non-RT services that encompass from layer 1 to layer 7. 

4.3.4.4     (P4/R13-R16) Mitigation Strategy 
 All Army UC implementation/solution architectures including I3MP and I3C2 will be aligned  with 

the recommendations provided in this Army UC RA including Appendix A for implementing the UC 
security (authentication, authorization, encryption/integrity, and/or non-repudiation) including IdAM. 

4.3.4.5     (P4/R13-R16) Technical Positions and Patterns 
 Technical standards related to information assurance provided in StdV-1 and StdV-2 of Army of 

Appendix D of this Army UC RA and UC RA DoD UCR 2008 Change 3 [1] need to be used. 

 The UC architectural configuration patterns that are provided in Appendix A of this Army UC RA 
and DoD UCR 2008 Change 3 [1] must be followed. 

  



CIO/G-6 Reference Architecture Series 

 

 
  Page 48 of 97 

U.S. Army Unified Capabilities Reference Architecture 

 

 

Appendix A - Army UC RA and Call Flows 

1 Introduction 

The Army Unified Capabilities (UC) Reference Architecture (RA) supports both real-time audio and video 
and non-real-time data applications and provides UC implementation guidance and solution architecture. 
This UC framework enables strategic, tactical, classified, and multinational missions with a broad range of 
interoperable and secure capabilities for converged non-assured and assured voice, video, and data 
services from the end device, through LANs, and across the backbone networks based on the Defense 
Information Systems Agency (DISA) described in Department of Defense (DoD) Unified Capabilities 
Requirements (UCR). In fact, this Army UC Reference Architecture abstracts and normalizes the 
institutional understanding of capabilities at the enterprise level, and provides a common set of 
principles/rules, process patterns, and technical positions for use within Army to guide development of 
Enterprise, Segment, or Solution architectures.  

2 UC Application Architecture 

Army Unified Capabilities (UC) Reference Architecture is a secure suite of collaboration, real time 
communications, and supporting services available to the Soldier and Army business user on any device, 
anywhere in the world. This suite brings together all real-time, near-real-time, and non-real-time 
applications such as e-mail, chat, voice, video, profile, search, collaboration sites, CM, search, discovery, 
apps (applications), and RM tools under one identity in secured environments.  Unified Capabilities 
supports all phases of operations, convergence of the Generating and Operating Forces, increases 
interoperability, demonstrates train-as-you-fight, and improves the security of the LandWarNet (LWN). UC 
connects users to enable real time communication, collaboration and shared situational awareness. The 
integration of services will facilitate more timely delivery of emerging UC technologies and provides 
increased mission effectiveness. The current state of UC is a mix of local solutions and enterprise services 
provided by DISA described in DoD UCR document [1].  The DoD UCR also defines interoperability, IA, 
and interface requirements among products that provide UC. The information assurance requirements of 
the UCR are derived from DoD Instruction (DoDI) 8500.2. The CIO/G-6/NETCOM team is evaluating the 
current state and developing an Army UC Implementation Plan, consistent with the DoD UC Master Plan. In 
fact, these UC capabilities are mitigating the capability gaps that have been identified as described in 
Appendix F. 

Unified Capabilities provides the ability to seamlessly integrate voice, video, and data applications services 
so they are delivered ubiquitously across a secure and highly available single protocol network 
infrastructure [2] “ (EoIP)” environment: 

 Real-Time Communications (RTC) Services:  
o Voice & Video, Web Conferencing,  
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o Conferencing, Collaboration & Whiteboard,  
o Media Bridging, Presence,  
o Instant Messaging (IM) & Chat,  
o Unified Messaging,  
o Calendaring & Scheduling,   
o E.164 Number Mapping (ENUM),  
o E.911 (Emergency Call),  
o Transaction Capabilities Application Part (TCAP),  
o Desktop Sharing, Short Message Service (SMS),  
o Multimedia Message Service (MMS),  
o Email,  
o Wireless Application Protocol (WAP), and  
o Location Services (Fixed/Mobile) 

 Content Management (CM) 

 Records Management (RM) 

 Team Collaboration 

 Business Process Management (BPM) 

 Web 2.0,  

 Apps (Applications) 

 Portals 

 Profiles 

 Search & Discovery 

 Information Assurance(IA) 
A more detailed breakdown for each of the above services that are unified over EoIP environments is 
shown in Figure 1 of this document. The UC RA specifies the functional requirements, performance 
objectives, and technical specifications for Army networks and provides the infrastructure to execute these 
functions. This can be done by providing a strong operational concept and RA framework. UC RA 
describes the business process logic and shared IT infrastructure reflecting the integration and 
standardization requirements [1-16]. The conceptual view of the UC architecture is shown in Figure 2 of this 
main document. Logically, the entire UC architecture can be viewed with some distinct layers:  

 UC Application Services,  

 Session Control,  

 Converged Backbone Network, and  

 Access Networks while Information Assurance (IA)/Security/Identity Management), Quality-of-
Service (QoS) and Network Operations (NETOPS) services encompass of all layers. 

 

The session control layer shown in Figure 3 is primarily applicable for the real-time communications (RTC) 
services that use AS-SIP for session/call control signaling for audio/video conferencing and other services. 
By the way, the AS-SIP uses SIP-over-Transport Layer Security (TLS), and SIP is the protocol of choice for 
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multimedia call control. SIP is chosen for the multimedia call control for its versatility for using beyond 
telephony services, extensibility, handling of audio, video, and/or data services, mobility services across IP 
network, and information technology-friendly across all IP network related protocols and services. 
Moreover, an application server may also use a variety of resources for creation of service logic, 
management of services, and for other purposes. 

The functional view of the UC Architecture is provided in Figure 4. It is intended to represent the physical 
implementation.  The architecture does not specify how functions will be distributed to devices.  Instead, it 
allows the flexibility to package functions into various servers using cost-effective methods, as long as open 
interfaces to those functions are available for use by other functions. As mentioned earlier Real-Time 
Communications (RTC) Services, CM, RM, Team Collaboration, Business Process Management (BPM), 
Web 2.0, Apps (Applications), Portals, Profiles, Search & Discovery, IA/Security/Identity Management, QoS 
and NETOPS are the main components of UC services. In the future, other services may also be added in 
the Army UC RA portfolio. 

 

 

Figure 4: Functional Operational View of Army UC Architecture (OV-1) 
 



CIO/G-6 Reference Architecture Series 

 

 
  Page 51 of 97 

U.S. Army Unified Capabilities Reference Architecture 

 

 

3 UC Network Architecture 

The UC architecture uses the IP for the wide area backbone network and uses multiprotocol label switching 
protocol (MPLS) to enable traffic engineering and QoS for the IP network. All access networks using 
different access technologies terminate to the IP/MPLS backbone network. It should be noted that the 
backbone network of the Defense Information Systems Network (DISN) will be converged to the IP/MPLS 
over the Dense Wavelength Division Multiplexing (DWDM)/Generalized Multiprotocol Label Switching 
(GMPLS)/Fiber transport networking technologies. In addition, there will be traditional networking 
technologies such as SONET/TDM will coexist for some time until migration. The worldwide DISN 
backbone transport network will consist of both wireline (e.g. fiber) and wireless (e.g. satellite) network. The 
satellite nodes will be interfacing with fiber/DWDM-based wireline nodes. In addition, ground radios such as 
Joint Tactical Radio System (JTRS) may also be used to form the backbone network that may form the part 
of the mobile backbone network. However, IP will run over both wireline and wireless transport network. 

Access networks may contain many access technologies such as IP, LAN, PSTN/ISDN/TDM, Wi-Fi, DSL, 
Cable, and Fiber, 3G Wireless, WiMAX, and LTE/4G Wireless. The IP/LAN access technologies will work 
with the IP/MPLS network seamlessly. However, PSTN/ISDN/TDM needs appropriate gateways to 
interworking with the IP/MPLS network. It is expected that the IP protocol will run over the Wi-Fi, DSL, 
Cable, Fiber, 3G Wireless, WiMAX, and LTE/4G Wireless access networks, and they will work seamlessly 
with the IP/MPLS network. If there is any TDM networking for these access technologies, gateways will be 
needed for interworking with IP/MPLS network. 

4 UC Services 

4.1 RTC Call Control Entities 

The Real-Time Communications (RTC) Services are the key component of services that affect the design 
of UC architecture fundamentally because of their sever performances constraints with respect to those of 
the data applications services as described in Appendix G. For example, real-time audio/video services 
have the requirements of one-way delay of 200-300 milliseconds while the one-way end-to-end 
requirements of non-real-time data application services can be of the order of few seconds to minutes. It is 
explained earlier that session controller functional entities that are used for the session control using AS-
SIP make the RTC services fundamentally different. The session controller that host RTC services also 
need to communicate with all RTC services application servers. There can be many kinds of session 
controllers such as Wide Area Network SoftSwitch (WAN SS), Multifunction SoftSwitch (MFSS), and Local 
Session Controller (LSC) depending on the type of roles they play in setting up the sessions. It brings 
another new functional entity termed as SCF entity into play for making the RTC services architecture more 
scalable optimizing the interfaces of the session controller for communications with different application 
servers that use a host different application protocols. 
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4.1.1 WAN SS 
The session control functional entity consists of wide area network soft-switch (WAN SS) known as regional 
session controller that uses AS-SIP for session/call control and its network interfaces consist of only IP. 
There can be different kinds of call control entities such as Local Session Controller (LSCs) and 
Multifunction Soft-Switches (MFSSs) that may have both IP and TDM interfaces because of their local and 
regional roles, respectively based on distributive hierarchical communications architecture. The LSCs and 
MFSSs still use the same AS-SIP call control protocol over the IP network while ISDN User Part (ISUP) call 
control protocol over the TDM network. Appendix C provides the operational view of the WAN SS and its 
detail open standards-based interfaces. 

4.1.2 MFSS 
The Army LandWarNet (LWN) has not yet fully migrated to the IP network and the legacy TDM network is 
also co-existing side-by-side. As described previously, there can be another kind of session/call control 
functional entity termed as multi-function soft-switches (MFSS) that interfaces the circuit-switched based 
external TDM network and the IP backbone network will also control the calls that are originating from the 
external Public Switched Telecommunications Network (PSTN)/Integrated Services Digital Network (ISDN). 
The MFSS will be interfacing between the TDM and IP backbone network and will have much more 
complex circuit-switched based interfaces along with simple packet-switched based IP interfaces. The 
ISDN network uses ISDN User Part (ISUP) signaling protocol for the session/call control. So, MFSS will 
also needs to provide ISUP-SIP interworking function (IWF). It is expected that TDM switching portion of 
the MFSS will be retired as soon as all users/systems migrate to IP.  

The MFSS provides all required PSTN/ISDN interface functions, including ISUP, CCS7/SS7, and CAS 
signaling and media conversion. A signaling gateway (SG) deals with all signaling protocols such as ISUP, 
CCS7/SS7, and CAS. The MFSS also operates as a media gateway (MG) between TDM circuit-switching 
and IP packet-switching under the control of the media gateway controller (MGC) while communications 
control protocol like H.248 is used between MG and MGC. Appendix C provides the operational view of the 
MFSS and its detail open standards-based interfaces. 

4.1.3 LSCs 
The Army UC RA will have different kinds of functional capabilities of LSCs based on different kinds of 
access network technologies (e.g. TDM, IP) and call control protocols (e.g. AS-SIP, H.323, and ISUP). 
Appendix C shows the operational architectural view of different kinds of LSCs that may interface IP and/or 
TDM network using AS-SIP, ISUP, and/or H.323 call control protocol. In fact, LSCs mediate different legacy 
network interfaces and call control protocols in such a way that all users/warfighters connected in both 
legacy networks using legacy call control protocols can still communicate with the users/warfighters 
connected to the UC RA-based Army LWN that uses AS-SIP as the call control protocol in EoIP 
environments until the time the legacy users gracefully migrate to the Army UC RA communications 
environments. 

The current access network architecture will consist of a blend of distributed LSCs, which only service a 
single access network and enterprise LSCs, which service multiple access networks. The communications 
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between the WAN-SS (or MFSS) and the LSCs will be done using the AS-SIP protocol. If users of an IP 
access network use AS-SIP call control protocol, the LSC that interfaces with these users will only use the 
AS-SIP call control protocol and only IP interfaces. However, if users of an IP access network use H.323 
call control protocol, the LSC that interfaces with these users will need to use H.323-SIP interworking 
function (IWF) for protocol conversion and only the IP interfaces. Similarly, the users of a TDM access 
network that uses ISUP call control protocol, the LSC that interfaces with these users will need to use 
ISUP-SIP IWF for protocol conversion as well as both the TDM and the IP interfaces. Appendix C provides 
the operational view of the MFSS and its detail open standards-based interfaces. Appendix C provides 
operational views of all those environments. 

4.1.4 SCF 
Both service creation and execution (SCE) environment will be a part of the Army UC RA Application 
framework. The main objective of the SCE is to reduce the time-to-introduction of the new services that are 
to be used by warfighter users of Base/Post/Camp/Station (B/P/C/S) in the Army LWN network. The service 
creation framework deals with service design, development, provisioning, portal creation, testing, and other 
non-run-time activities. It provides an innovative environment for creation of new services or service 
components for Army. It may even facilitate the creation of services by the 3rd party for Army. The overall 
idea of the service creation framework is to enable rapid service creation, deployment and testing of 
applications developed both by Army and 3rd parties.  The service execution framework is concerned with 
the actual execution of services in run-time environments. It makes sure that the new services introduced 
can leverage with assurance that these services have access to all necessary network connectivity 
capabilities and support of necessary resources. In addition the service execution blends the new services 
seamlessly with other communications services as needed providing the necessary reliability and 
performance. 

The SCF entity provides a framework for creating service interactions in Army LWN converged network. 
The SCF function is associated with the MFSSs, LSCs, and WAN SSs [1]. We are elaborating how 
important this SCF function is with respect to scalability and interoperability of the global Army/DoD UC 
Architecture. The SCF will provide a seamless transition for creating a new set of composite services 
blending UC-based AS-SIP services, 3rd and 4th generation (3G/4G) as well as traditional wireline and 
mobile wireless services, Web services, and other services applications into feature-rich advanced new 
services.  It facilitates to reuse the common service components without duplicating the same functions 
keeping the service architecture as simple as possible. It seamlessly blends the time-critical AS-SIP 
services with those of non-time-critical services offered by service oriented architecture (SOA). For 
example, SCF can facilitate the integration of the real-time AS-SIP-based voice & video conferencing 
services with the non-real-time SOA/Web services-based data sharing services. In fact, SCF provides 
enhanced performance, reliability, and control functions making the Army UC RA scalable.  

The SCF functional entity uses only a “single” AS-SIP protocol for communicating with the WAN SS, MFSS, 
or LSC. However, a SCF can use a host of many other protocols such as AS-SIP, LDAP/Active Directory, 
RADIUS/DIAMETER/AAA, HTTP/XML, DNS, SOAP, and other Open standards for communicating with the 
application servers (Voice & Video, Web Conferencing, Collaboration & Whiteboard, Media Bridging, 
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Presence, IM & Chat,  Unified Messaging, Calendaring & Scheduling, ENUM, E.911,TCAP, Desktop 
Sharing, SMS, MMS, Email, WAP, Directory, Location Service, User Profiles, and others) that are needed 
for invoking services using the call control functional entities (e.g. WAN SS, MFSS, and LSC). It should be 
noted that the SCF functional entity has freed all call control entities (e.g. WAN SSs, MFSSs, and LSCs) 
from using the multiple heterogeneous protocols other than using a “single” AS-SIP protocol. Consequently, 
the performance capabilities including simultaneous call handling throughput of the call control functional 
entities increases dramatically especially for the ones that use only AS-SIP call control and IP network 
interface as shown in Figure 5.  
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Figure 5: Operational Concept of Open Protocol Standards used by Service Control Function (SCF) 
Entity for Communications with Application Servers and Session Controller (e.g. WAN SS, MFSS, or 

LSC) (OV-1) 
 

Note: This operational concept graphic of Service Control Function (SCF) is the same as that defined in DoD UCR 2008, Change 
2, DoD UCR 2008, Change 3 [1], September 2011, and DISA UC RA, Version 1.1, February 2012 [15] except that Open 

Interfaces are shown between UC RTC Services and Service Control Function (SCF). 

AS-SIP = Assured Service – Session Initiation Protocol, SOAP = Simple Object Access Protocol, HTTP = HyperText Transport 
Protocol, LDAP = Lightweight Directory Access Protocol, SQL = Structured Query Language, RADIUS = Remote Authentication 

Dial In User Service, DIAMETER = (Acronym not spelled out in standard, but it is an enhanced version of RADIUS), WAP = 
Wireless Access Protocol, ITIP = iCalendar Transport Independent Interoperability Protocol, SMTP = Simple Mail Transfer 
Protocol, AAA = Authentication, Authorization, and Accounting, TCAP = Transaction Capabilities Application Part, ENUM = 
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E.164 Number, IM = Instant Messaging, MMS = Multimedia Messaging Service, SMS = Short Message Service, WAN SS = 
Wide Area Network SoftSwitch, MFSS = Multifunction SoftSwitch, LSC = Local Session Controller 

 

Figure 5 shows that the SCF functional entity provides all services from all application servers (Ass) using 
only single AS-SIP protocol to the session controller like WAN SS, MFSS, or LSC while the individual AS 
may use AS-SIP and/or other protocols. The SCF acts as the service interworking through switching and 
routing different Ass where each one of them provides different services that may use the same or different 
protocols. The SCF mediates the interaction of application platforms with different technologies and 
protocols, and orchestrates multiple applications to support mixed service delivery, and creates a dynamic 
model for blending hybrid resources and services. It acts as if a virtual service controller, taking a single 
service request from a session controller (e.g. WAN SS, MFSS, or LSC) and directs multiple service 
requests to the application servers. It then aggregates the responses and sends a single response to the 
session controller (e.g. WAN SS, MFSS, or LSC).  

 

It can be seen that the SCF coordinates multiple applications in a single session, combines and brokers 
technologies, and manages individual features and personal preferences. It mediates between application 
servers and the session controller (e.g. WAN SS, MFSS, or LSC), intercepting a single service request and 
directing it to multiple application servers. Acting as a virtual SIP server, it collates the responses from the 
application servers and sends the session-treatment information back to the session controller (e.g. WAN 
SS, MFSS, or LSC). This ability to manage the interaction of multiple applications as a single session 
enables the warfighters to have the delivery of rich multimedia services. Thereby, the SCF optimizes the 
service delivery through bundling the different services. 

4.2 RTC Services Application Servers 

As explained above, the RTC services that use of the call control entities like WAN SSs, MFSSs, and LSCs 
make them fundamentally different from those of other services because the multimedia calls are function-
rich highly intelligent consisting of multiple media like audio, video, and/or data where each media-session 
can be manipulated individually or simultaneously in accordance to the desire of the each call participant 
communicating with two or multiple users while operating under a single call/session. The key RTC 
services of this Army UC RA are as follows:  

 Voice & Video,  

 Web Conferencing, Conferencing, Collaboration & Whiteboard,  

 Media Bridging,  

 Presence, Instant Messaging (IM) & Chat,  

 Unified Messaging,  

 Calendaring & Scheduling,   

 E.164 Number Mapping (ENUM),  
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 E.911 (Emergency Call),  

 Transaction Capabilities Application Part (TCAP),  

 Desktop Sharing,  

 Short Message Service (SMS),  

 Multimedia Message Service (MMS),  

 Email, and  

 Wireless Application Protocol (WAP) 

 Location Services (Fixed/Mobile) 
 

It should be noted that the above RTC services need to be offered invoking other services such as 
Information Directory, User Profiles, Assurance (IA)/Security/Identity Management, QoS and NETOPS. The 
key strength of the Army UC RA is that any service that needs the help of other services can be invoked 
seamlessly in an integrated manner although each service can be developed and offered independently. 
This modularity and integration of services based on open standard-based interfaces/protocols make the 
Army UC RA truly NC where a service once offered can be used by all other services when needed 
interoperating with one another making more feature-rich complex services agnostic of access network 
technologies (e.g. IP, TDM, ATM, wired, and wireless). In fact, this Army UC RA is a standard-based 
framework that facilitates and optimizes all aspects of service delivery consisting of audio, video, and/or 
data: Service Architecture, Service Design, Service Development, Service Deployment, Service 
Provisioning, and Service Management. 

Each type of application servers (Ass) may consist of one or more geographically distributed Ass, but all of 
them will work as a single logically centralized server. All RTC services Ass communicate via the SCF to 
the session controllers (e.g. WAN SSs, MFSSs, or LSCs) using their respective open standards-based 
protocols/interfaces. However, SCF that mediates between RTC services Ass and the session controller 
communicates with the session controller (e.g. WAN SS, MFSS, or LSC) using only a single AS-SIP 
protocol. In addition, a given application server can use services of any other application servers for 
offering an array of new complex feature-rich multimedia services. However, the communications between 
the application servers will be done through the SCF. A brief description of each of the RCS services type 
is provided below: 

4.2.1 Voice & Video Application Server(s) 
The Voice and Video services are interactive communications. The Voice and Video Conferencing (VVC) is 
the two-way voice and video communications among two or multiple locations simultaneously. The VVC is 
also known as videoconferencing (VC) or video teleconferencing (VTC). If only voice is used for two-way 
communications among two or multiple locations simultaneously, it is known as teleconferencing (TC).  In 
general, data sharing is also used as an integral part of the VVC, VC, or VTC although the name itself does 
not indicate so. This AS(s) use the AS-SIP protocol. In the future, the detail architecture of this application 
will be described in detail. 

4.2.2 Web Conferencing Application Server(s) 
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Web conferencing is primarily refers to the audio, video, and/or data sharing (e.g. calendaring and 
scheduling, shared graphics, white board, slide presentation, shared documents, shared note, real-time 
content, live chat, and others) conferencing between geographically dispersed multiple locations hosted by 
a Web server. In this conference, an URL that provides the address of the centralized conferencing server 
to conference percipients or the participants can subscribe to the services a priori subscribing to a 
particular time and date. The call control protocol like AS-SIP can be used. A host of audio (e.g. G-series) 
and video (e.g. H-series) standards can be used for Web conferencing. Many data sharing standards like 
Binary Floor Control Protocol (BFCP), T-series, and XMPP for live chat and others can also be used. In the 
future, the detail architecture of this application will be described in detail. 

4.2.3 Conferencing, Collaboration & Whiteboard Application Server(s) 
This AS(s) supports online Whiteboards (areas where conference participants can be interacting using text 
messages, shared graphics, and shared documents) as a part of the web conferencing. It should be noted 
that all data collaboration applications are hosted by without using AS-SIP call control protocol. In addition, 
SOAP/HTTP and other protocols can also be used. In the future, the detail architecture of this application 
will be described in detail. 

4.2.4 Media Bridging Application Server(s) 
The media bridging services that are offered by media application server with the use of multipoint control 
unit (MCU) functions in the context of VC services.  The primary functions of the media server are to 
provide media bridging for audio, video, and data applications for multipoint conferencing. Even the media 
server is supposed to provide media transcoding services if needed. The bridging functions for each media 
are distinct and are fundamentally different. The implementation of the media bridging functions for each 
kind of media may be done in three different physical servers. However, there has to be logically 
centralized control for all those media assuming that all of those audio, video, and/or data bridging 
functions for multipoint VC are needed for the single call that has been established by AS-SIP. It should be 
noted that media bridging is a complex and the throughput capacity for the audio, video, and/or data can be 
very significant. The design of the media server needs to be addressed very carefully considering the 
scope of worldwide global Army LWN warfighter network. As a result, like Ass, the media server 
architecture should also be logically centralized, but physically distributed. Moreover, the media server 
needs to work in sync under the control of the VC AS. It requires a protocol to be used between the media 
server and the VC AS. In the future, the detail architecture of this application will be described in detail. 

4.2.5 Presence, Instant Messaging (IM) & Chat Application Server(s) 
Presence, Instant Messaging (IM), and Chat are interrelated real-time text-based communications 
applications. The presence application indicates the status information that conveys ability and willingness 
of a potential user or participant known as communication partner or buddy including whether the user is 
currently logged-on (offline messages) or connected to the network with type of devices in real-time. Unlike 
email, IM is the real-time text-based communications between the two or more users in real-time using 
presence information of participants. On the other hand, when IM is used for communications among two or 
more participants as a group or a group within a logically created conference room in real-time is termed as 
chat.  
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If the Presence, IM & Chat services are offered as stand-alone data application services without integrating 
with audio and/or video, Army UC RA uses IETF standard-based Extensible Messaging and Presence 
Protocol (XMPP) for the real-time text-based Presence, Instant Messaging (IM), and Chat applications. 
When Presence, IM & Chat services are offered integrated with audio and/or video session, AS-SIP 
protocol is used by Army UC RA. In the future, the detail architecture of this application will be described in 
detail. 

4.2.6 Unified Messaging Application Server(s) 
Unified Messaging (UM) is the integration of different messaging applications and systems into a single 
interface accessible from a variety of devices. Email and voicemail have the primary driver for integration 
for UM. Recently, the short messaging system (SMS), video messaging, fax, and other messaging systems 
have also been included as a part of UM due to popularity of this service saving time and money of users. 
For example, unified messaging may send faxes and digitized voicemail to a mail server that turns them 
into e-mail attachments. Audio-based [UM] systems convert e-mail messages to speech (text-to-speech) in 
order to deliver messages to a desk phone or cell phone. A variety of protocols like SMTP, AS-SIP, XMPP, 
and others can be used. In the future, the detail architecture of this application will be described in detail. 

4.2.7 Calendaring & Scheduling Application Server(s)   
The Calendaring and Scheduling is the text-based application that allows the scheduling of appointments 
with one or many desired attendees at appropriate date, time, and place. Many IETF technical standards 
such as IETF RFCs 24455, 2739, and 5545-5546 are being developed for this application.  This can be 
accomplished using the calendaring features within commercial e-mail software applications like Microsoft 
Outlook and Lotus Notes. Calendar features can be shared by enterprise end users who all have the same 
e-mail application, e.g., employees of an enterprise who have the MS Outlook client and use MS Exchange 
e-mail servers.  Some calendar features (like making appointments and scheduling meetings) can also be 
shared by enterprise end users who have different e-mail applications, e.g. some who have Outlook and 
others who have Lotus Notes. These features can be shared by exchanging calendar entries in e-mail 
messages, and using file formats like vCalendar (.vcs) and iCalendar (.ics) to attach the entries to the 
messages. 

Scheduling is broader than calendaring in that it also includes the ability to schedule conferences (voice, 
video, and/or web) with multiple conference participants. For example, a conference controller may use an 
e-mail/calendaring application to arrange a date and time when all participants are available, and then use 
a conference reservation process to schedule a conference (voice, video, and/or web) on an enterprise 
conference bridge. (Some enterprise VoIP users simplify this step by setting up a “permanent” 24x7 
conference reservation on their local conference bridge that uses a dedicated dial-in number and 
conference pass code.) The e-mail/calendaring application can then be used to notify the participants of the 
dial-in number and/or Web URL for the conference. In the future, the detail architecture of this application 
will be described in detail. 
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4.2.8 E.164 Number Mapping (ENUM) Application Server(s)  
DoD UC network architecture needs to facilitate the interworking between the TDM and IP network for 
voice/video/data communications. However, TDM network uses ITU-T’s E.164 numbers (ENUM) known as 
telephone numbers while IP network uses IETF’s IP addresses that can be expressed in URIs. Telephones 
over the IP networks also use E.164 numbers in addition to IP addresses. 

ENUM is a protocol that provides mapping between E.164 numbers into uniform resource identifiers (URIs) 
as described in RFCs 6116 and 6117 using DNS in the Internet and then to the IP addresses. The way it 
works is as follows: It first transforms E.164 numbers into ENUM domain names and then uses the DNS-
based architecture to access records from which the URIs are derived. The important capability is that 
ENUM allows keeping the exiting telephone numbering plan or its administration without modifying it 
bridging between TDM and IP networks. ENUM uses the DNS Naming Authority Pointer (NAPTR) resource 
record type to store its dynamic delegation discovery system (DDDS) rules into DNS domains. ENUM relies 
on DNS services and, thereby, some design trade-offs need to be made what load ENUM provisioning and 
queries will place on the DNS. In the future we will describe the complete ENUM architecture for the Army 
UC RA. 

4.2.9 E.911 (Emergency Call) Application Server(s)  
The Army UC Emergency (E-911) call architecture is a hybrid architecture that leverages the capabilities of 
both IP and TDM network because the E-911 call architecture using AS-SIP call control protocol is still 
emerging. Public Safety Access Points (PSAPs)-based E-911 call architecture over the TDM network is 
quite stable and is serving the needs for a long time. The seamless integration of the E-911 architecture 
over both IP and TDM network has been termed as the Next Generation 911 (NG-911) architecture. While 
a great deal of progress has been made, Next Generation 911 (NG-911) standards are still a work-in-
progress. The NG-911 infrastructure (e.g., Emergency Call Routing application servers and associated 
databases) is expected to take several years to implement. Standards to ensure the security of 911 related 
information both “at-rest” and “in-transit” are also a work-in-progress. It should be noted that AS-SIP 
protocol is used over the IP portion of the Army LWN. In the future, the detail architecture of this application 
will be described in detail. 

4.2.10 Transaction Capabilities Application Part (TCAP) Application Server(s)  
The TCAP enables the deployment of advanced intelligent network services by supporting non-circuit 
related information exchange between signaling points using the Signaling Connection Control Part (SCCP) 
connectionless service in common signaling system 7 (SS7) networks of the TDM network. However, 
recent development of stream control transmission protocol (SCTP) that also offer connectionless services 
has made the use of the TCAP applications versatile for being used equally over both IP and TDM network 
replacing the SCCP. A service switching point (SSP) uses TCAP to query a signaling point control point 
(SCP) to determine the routing number(s) associated with a dialed 800, 888, or 900 numbers. The SCP 
uses TCAP to return a response containing the routing number(s) (or an error or reject component) back to 
the SSP. Calling card calls are also validated using TCAP query and response messages. TCAP can use 
multiple transactions per application/subsystem number, assemble application components (operation 
invokes and replies) and parameters into TCAP messages, associate results with invoke, and handle 
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abnormal conditions: protocol errors, timeouts, and borated transactions. In fact, The TCAP IP Gateway 
(TIGW) is used in the AS-SIP-based Army UC network for intelligent TDM/Wireless routing as well as being 
the legacy signaling gateway for application servers for seamless services over both IP and TDM network. 
The detail of the TCAP services architecture will be addressed in the future. In the future, the detail 
architecture of this application will be described in detail. 

4.2.11 Desktop Sharing Application Server(s) 
Desktop sharing is primarily the real-time collaboration as an important component of rich multimedia 
communications that can encompass a host of applications such as audio, video, web, whiteboard, 
presence, instant messaging, chat, unified messaging, calendaring and scheduling, email, multimedia 
messaging, and/or other applications sharing as described earlier. Thus, desktop sharing used in 
conjunction with other components of multimedia communications creates the notion of virtual space where 
people can meet, socialize and work together. However, AS-SIP protocol is used for communications with 
the SCF. In the future, the detail architecture of this application will be described in detail. 

4.2.12 Short Message Service (SMS) Application Server(s) 
SMS, as described earlier, is basically a popular standardized text message service in low bandwidth and 
error-prone cellular mobile wireless communications networking environments. SMS allows the exchanges 
of short messages between fixed landline, satellite link, or mobile phone devices. It has become an integral 
part of the service component cellular mobile phones like voice and web services. It has been standardized 
by Global System for Mobile Communications (GSM). Most SMS messages are mobile-to-mobile text 
messages though the standard supports other types of broadcast messaging as well. This service is also 
offered to the Army UC mobile users connected to the Army LWN via external cellular carriers’ networks. 
SMS can also be used for emergency services, invoking voice calls, or many other services. However, AS-
SIP protocol is used for communications with the SCF. In the future, the detail architecture the SMS 
application will be described in detail. 

4.2.13 Multimedia Message Service (MMS) Application Server(s)  
MMS is an extension to the SMS protocol standardized by Third Generation Partnership Project (3GPP). 
MMS defines a way to send and receive, almost instantaneously, wireless messages that include images, 
audio, and video clips in addition to text. Even it will support the transmission of streaming video.  An 
intermediate technology, Enhanced Messaging Service (EMS) has more capabilities than SMS, but fewer 
than MMS. Unlike MMS, EMS doesn’t require upgrades to network infrastructures. Unlike SMS and EMS, 
the size of an MMS message is unlimited, although service providers are likely to impose their own size 
restrictions. The interoperability between MMS and Email has also been standardized in the IETF. AS-
SIP/SOAP/HTTP protocols are used by the MMS AS. More detail architecture for the Army UC MMS 
services will be addressed in the future. 

4.2.14 Wireless Application Protocol (WAP) Application Server(s) 
Wireless Application Protocol (WAP) is an application layer open protocol that allows supporting the 
interactive non-real-time data applications like web browsers in low bandwidth error-prone mobile cellular 
wireless networking environments. WAP is a layered protocol suite consists of Wireless Application 
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Environment (WAE), Wireless Session Protocol (WSP), Wireless Transaction Protocol (WTP), Wireless 
Transport Layer Security (WTLS), and Wireless Datagram Protocol (WDP). Underneath WDP protocol 
suite, any wireless data networks (e.g. TDM, packet) can be supported.  WTLS, an optional layer, provides 
a public-key cryptography-based security mechanism similar to TLS. WTP provides transaction support 
(reliable request/response) adapted to the wireless world.  WTP supports more effectively than TCP the 
problem of packet loss, which occurs commonly in cellular wireless networks in most radio conditions, but 
is misinterpreted by TCP as network congestion.  More detail architecture for the Army UC WAP services 
will be addressed in the future.  

4.2.15 Location Services (Fixed/Mobile) Application Server(s) 
The Location Service is an application that manages the location information of the user that uses UC 
services over the Army worldwide global LWN warfighter networks. In static warfighter networking 
environments, a terminal’s network address serves two purposes: End-point identifier and Location 
identifier. That is, a single network address servers these two purposes simultaneously. In the AS-SIP 
network, the location management AS keeps the SIP contacts and other information in the database. The 
SIP registrar stores contacts and other information of users in the location management server. An MFSS 
or LSC communicates with the location management server for address resolutions in order to route SIP 
messages to users or other servers such as MFSSs or LSCs. Like, any other Ass, this location 
management AS should also have distributed architecture. However, it is expected that the communication 
protocol between the location management AS and the MFSS or LSC will be AS-SIP. 

The key aspect of the Army UC warfighter network is mobility where warfighters will be moving from one 
place to another and the wireless communications will be predominant especially for the dismounted 
soldiers. Location management involves maintaining location information as mobiles power-on, move or 
power-off. The important point is that mobility prevents using a single address for both end-point identifier 
and location identifier purposes. Both end-point identifier and location identifier are needed, and the 
location management application needs to keep mapping between an end-point identifier and its location 
identifier turning into basically a directory lookup problem. 

Two primitive operations are done by the location management server: Lookup operation and Update 
operation. The lookup operation is the search, find, paging, and/or locating procedure by which the 
warfighter network finds the location of the mobile. It is required when an AS-SIP call (message) is placed 
(to be delivered) to a user. The update operation is the tracking, move, and/or registration procedure by 
which the network elements update information about the location of the mobile. It is required when a user 
changes its “location.” The information gathered during updating/tracking is used during the locating 
operation. The AS-SIP has the inherent capability to manage the user mobility, terminal mobility, and 
service/session mobility, as described earlier, at the applications layer. The impact of mobility in the lower 
network (e.g. mobile IP) and link/physical layer (e.g. MAC protocols/modulation schemes in wireless mobile 
environments) will be addressed accordingly. In the future, the detail architecture the SMS application will 
be described in detail. 
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4.3 Seamless Mobility Services 
The UC architecture enables the seamless mobility where a warfighter user will have the ability to move a 
multimedia call from between cellular wireless network, Wi-Fi network, satellite network, and wired network. 
In UC Architecture, warfighter users can be identified as people who can use different access technologies 
and devices for seamless services anytime, anywhere. We have not specified any particular UC application 
server(s) for these mobile services other than the location management services that are applicable for 
both fixed and mobile users in the earlier section. With respect to mobile users, the ad hoc mobile network 
(MANET) aspects of the location services have not been included earlier as MANET architecture of the 
Army UC RA will be addressed later. Except MANET, all other mobility aspects described in this section is 
applicable for all UC services. 

4.3.1 UC Mobility Environments 

Mobility provides the ability to offer wireless and wired access, and applies to voice, e-mail, and many other 
communication applications. It includes terminals/devices such as personal digital assistants (PDAs) and 
smartphones. In addition, it provides for users who move to gain access to enterprise services at multiple 
locations (e.g., person’s telephone number and desktop follow the person). Smartphones are 
multifunctional devices that are considered wireless, handheld computing devices and, provide services 
beyond minimal telephony. Smartphones can have different form factors and names including mobile 
phone, wireless tablets, personal digital assistants, or other devices providing smartphone-like capabilities. 
Mobility may constitute of Terminal Mobility and User Mobility. In addition, mobile systems can provide 
service mobility/portability and session mobility/portability. 

4.3.1.1  Terminal Mobility 
Terminal mobility is defined as the ability of a terminal, while perhaps in motion, to access services from 
different points of attachment to the access networks, to maintain ongoing service sessions, and the 
capability of the system to identify and locate that terminal.  

4.3.1.2  User Mobility 
User mobility is similarly defined as the ability of an end-user to access services, to maintain ongoing 
service sessions at any terminal on the basis of a personal identifier, and the capability of the whole system 
to provide those services in accordance with the user’s profile. Nomadic mobility is also termed as the user 
mobility where a user is in a remote place to be only connected via a network line satellite. User mobility 
involves the system capability to locate the terminal associated with the end-user for the purposes of 
addressing, routing, and charging of the end-user. 

4.3.1.3  Service/Session Mobility 
The mobility systems shall support both user mobility and terminal mobility and shall realize both service 
mobility/portability and session mobility/portability where a session is considered as the instantiation of a 
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service. Service portability is defined as the end user’s ability to obtain subscribed services in a transparent 
manner regardless of the end user’s point of attachment to the network. The key UC objective is to provide 
service continuity by ensuring mobile warfighters’ telephone numbers, email addresses, and 
communication and collaboration tools remain constant as their mission and location change. 

To achieve this objective, the UC architecture will address the issues of service discovery, logically 
centralized authentication and authorization, and centralized directory integration and access. Service 
discovery is focused on allowing a roaming end user’s client to discover the location of the service (that is, 
LSC, e-mail server, unified messaging server, XMPP server). Logically centralized authentication and 
authorization permits roaming users to access the network and receive their assigned privileges. Logically 
centralized directory integration and access is associated with ensuring a roaming user has access to end-
user lookups (that is, white pages) and to enable automatic user provisioning. 

4.3.1.4  Network Mobility 
UC will also address the network mobility where an entire network changes as a unit its point of attachment 
to the with respect to core IP network and thus its reachability in the topology. The mobile network may 
include one of more mobile routers which connect it to the main core IP network. The mobile network may 
be used as the leaf network, that it, it will not carry any transit network.  

4.3.1.5  Ad Hoc Mobility 
UC, however, will not address the mobility aspect of the infrastructure-less mobile ad hoc network (MANET) 
where all IP nodes will move from one place to another in ad hoc fashion in pursuit of random enemies in 
meeting warfighter mission objectives at this point of time. In MANET, all mobile nodes are assumed to be 
independent and move randomly in pursuing the random mobile objects for meeting mission objectives. As 
a result, all mobile nodes act as independent mobile peers and communications need to be performed in 
peer-to-peer (P2P) environments. The P2P communications require the communications architectures as 
well as the applications must have the P2P architecture. Recently, IETF P2PSIP Working Group (WG) is 
developing the P2PSIP technical standards that are primarily the modifications and enhancements of the 
existing client-server SIP technical standards. UC will also use the Assured Services – Peer-to-Peer 
Session Initiation Protocol (AS-P2PSIP) for session control. It is seen from the UC networking architecture 
point of view that MANET will remain mostly in the access networks. The access MANET networks will 
communicate primarily with the IP/MPLS backbone network that has the fixed network infrastructure. It is 
worthwhile to note that IETF has already developed the routing protocols for the MANET network. UC may 
also use one (e.g. OSPFv3 with MANET Extensions) of those routing protocols or Optimized Link State 
Routing (OLSR) protocol for the IP access networks. Moreover, Army has developed a prototype P2P 
MANET management protocol through small business innovative research (SBIR) program. Similarly, all 
other UC applications need to have the P2P application protocol architecture. The details of the MANET 
network architecture of Army UC RA will be addressed later. 
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4.3.2 UC Mobility Management Functionality 

UC Mobility Management environments are defined as a functional component that firstly keeps track of the 
IP-addresses of mobile end-users, and secondly modifies the IP routes of the ongoing sessions of mobile 
end-users. Additionally, Mobility Management includes the function of detecting mobility and selecting a 
new access network. 

Location Management keeps track of (or discovers) the current attachment points of mobile end-users, thus 
enabling other end-users to initiate new sessions towards the mobile end-user. Generally, IP mobility 
solutions dynamically keep the IP address(or addresses) of the mobile end-user in a registrar, generally 
referred to as Location Registrar, which binds between the identification of the mobile end-user and one’s 
current IP address(or addresses).  

Every other session initiator is aware of the location of or knows how to reach the Location Registrar, based 
on the mobile end-user’s identification (that, in turn, depends on the mechanism used). The session initiator 
contacts the Location Registrar that either returns the current IP address of the mobile end-user to the 
initiator or forwards the session initiation request towards the mobile end-user’s current IP address. 
Location Management encompasses the following sub-functions:  

 Address Update (to dynamically maintain mobile end-users’ IP addresses) 

 Session Invitation Handling (to associate a suitable IP address of the mobile end-user, that is, the 

called party, with the invitation) 

 Paging (to find the exact location of a mobile end-user) 

Handover Management maintains a mobile end-user’s ongoing session(s) as one’s corresponding IP-
address (or addresses) changes (change). The sessions of a mobile end-user can be handed over 
collectively or separately. Handover Management encompasses two sub-functions: Session Route 
Regeneration (to find and reserve the resources for the new session path) and Data Flow Control (to 
maintain the delivery of the data from the old session path to the new session path, in accordance with the 
session requirements). 

Network Access deals with mobility detection, access network selection and new IP address acquisition, 
thus enabling a mobile end-user’s terminal to send and receive IP traffic (that is, to have IP connectivity) 
within an Intranet and/or the Internet. Network Access sub-functions are: 

 Access Network Detection 

 Access Network Selection 

 Terminal Interface Configuration 

It should be noted that Network Access sub-functions are prerequisite functions to the Location 
Management and Handover Management. 
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4.3.3 Mobile IP 

Like telephone number portability, mobile IP services also allows to keep the same IP address no matter 
where a user moves over the IP network. The mobile IP is equally applicable over both wireline and 
wireless IP network. The external carrier’s cellular wireless networks (e.g. AT&T, Verizon, Sprint, and T-
mobile) that DoD will be using for connecting the warfighters using MCEP/MVNO services can also offer 
mobile IP services. The Mobile IP protocol allows location-independent routing of IP datagram on the 
Internet. Each mobile node is identified by its home address disregarding its current location in the Internet. 
While away from its home network, a mobile node is associated with a care-of address which identifies its 
current location and its home address is associated with the local endpoint of a tunnel to its home agent. 
Mobile IP specifies how a mobile node registers with its home agent and how the home agent routes 
datagram to the mobile node through the tunnel. If the DoD warfighter users can keep the same IP 
addresses like telephone number portability as users move from one place to another over the IP network 
(wireless and wireline), it will minimize the IP address allocation, network configurations and service 
provisioning drastically for both wireline and wireless IP network. The detail of the DoD UC mobile IP 
architecture will be addressed in the future. 

4.4 Content Management 

Content management (CM) is the set of applications that support the collection, managing, and publishing 
of information typically referred to as content or, to be precise, digital content. Digital content may take the 
form of text (such as documents), multimedia files (such as audio or video files), or any other file type that 
follows a content lifecycle requiring management. In an enterprise, the CM applications are used to 
capture, manage, store, preserve, and deliver content and documents related to organizational processes. 
These applications allow the management of an organization’s unstructured information, wherever that 
information exists. Web content management technology addresses the content creation, review, approval, 
and publishing processes of Web-based content. Key features include creation and authoring tools or 
integrations, input and presentation template design and management, content re-use management, and 
dynamic publishing capabilities.  

The CM application tools also perform collection that groups the data items that have some shared 
significance to the problem being solved and need to be operated upon together in some controlled 
fashion. Generally, the data items will be of the same type or, in languages supporting inheritance, derived 
from some common ancestor type. Lists, sets, bags (or multi-sets), trees and graphs can be some different 
kinds of collections. The CM tools are also used for categorization through recognition and differentiation of 
different objects. Categorization tools automate the placement of content (document images, email, text 
documents, i.e., all electronic content) for future retrieval based on the taxonomy. 

CM Interoperability Services (CMIS) is open standard that defines an abstraction layer for controlling 
diverse document management systems and repositories using web protocols. CMIS defines a domain 
model plus Web Services and Restful AtomPub (RFC5023) bindings that can be used by applications. 
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OASIS, a web standards consortium, approved CMIS as an OASIS. In the future, the detail architecture the 
SMS application will be described in detail. 

4.5 Records Management 

The Records Management (RM) applications group consists of Scheduling, Disposition, eDiscovery, Legal 
Hold, and Secure Destruction application service. RM deals with planning, controlling, directing, organizing, 
training, promoting, and other managerial activities involving the life cycle of information, including creation, 
maintenance (use, storage, retrieval), and disposal, regardless of media. DoD and ISO have defined many 
technical standards for RM. In the future, the detail architecture the SMS application will be described in 
detail. 

4.6 Team Collaboration 

The team collaboration application software is used to create, manage, organize, store, publish, control 
versions, search through, collaborate and share any kind of information by users, organizations, and 
communities as a group that may be globally dispersed. This kind of team collaborative applications 
facilitates sharing knowledge and workloads, learning to overcome issues together, providing mutual help 
and support, building consensus and streamlining team collaboration model continually. Organization of 
effective team collaboration includes setting rules and structure of relations, agreeing team backgrounds 
with all team members, composing appropriate instructions and regulations. The example core elements of 
a collaboration applications can be messaging (email, calendaring and scheduling, contacts), team 
collaboration (file synchronization, ideas and notes in a wiki, task management, full-text search), and real-
time communication (e.g., presence, instant messaging, Web conferencing, application / desktop sharing, 
voice, audio and video conferencing). A good number team collaborative application including Lotus Notes, 
SharePoint, and many others commercial-off-the-shelf (COTS) products are available in the market. The 
Software-as-a-Service (SaaS) of the cloud computing is a good platform in offering the team collaboration 
services. In the future, the detail architecture the SMS application will be described in detail. 

4.7 Business Process Management 

The Business Process Management (BPM) applications use a set of software tools that are used to 
implement business processes through the orchestration of activities between people and 
systems. Orchestration describes the automated arrangement, coordination, and management of complex 
computer systems, middleware, and services. These applications are used in a well-defined BPM 
architecture whose patterns can be viewed in the following layers: User Interface Layer, BPM Tools Layer, 
Storage Layer, and Interfaces Layer. The User Interface layer can be implemented either through the web-
based tools provided with the BPM software, or via custom user interface development which interfaces 
with the BPM software. The BPM Tools layer provides the core BPM functionality (e.g. Workflow). The 
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Storage layer provides repositories for both business process models and corporate data. The Interfaces 
layer provides means to exchange data with the BPM Tool.  

BPM application software tools provide business (e.g. warfighter applications) users with the ability to 
model their business processes, implement and execute those models, and refine the models based on as-
executed data. As a result, BPM application tools can provide transparency into business processes, as 
well as the centralization of corporate business process models and execution metrics. In addition, BPM 
suite software provides programming interfaces (web services, application program interfaces (APIs)) 
which allow enterprise applications to be built to leverage the BPM engine. Tools related to Modeling and 
simulation functionality allow for pre-execution “what-if” modeling and simulation. Post-execution 
optimization is available based on the analysis of actual as-performed metrics. 

The technical standards like Business Process Modeling Language (BPML) and the Business Process 
Query Language (BPQL) are defined to enable the standards-based management of e-Business processes 
with forthcoming Business Process Management Systems (BPMS), in much the same way SQL enabled 
the standards-based management of business data with off-the-shelf Database Management Systems 
(DBMS). On the back-end of the BPM architecture, technology integration standards such as XML Schema, 
SOAP, and J2EE enable the convergence of legacy infrastructures toward process-oriented enterprise 
computing. On the front-end, emerging standards such as ebXML, RosettaNet, and BizTalk support the 
process-level collaboration among business partners. In the future, the detail architecture the SMS 
application will be described in detail. 

4.8 Web 2.0 

Web 2.0 services group consists of many applications such as WiKi, Blog (Team/Personal), Social 
Network, Groups, Forums, and Micro Blog. Web 2.0 facilitates to use web as a platform not just retrieving 
of information, and the Web Oriented Architecture (WOA) that extends service-oriented architecture (SOA) 
to web based applications is an important piece of Web 2.0. It is a loosely defined intersection of web 
application features that facilitate participatory information sharing, interoperability, user-centered design, 
and collaboration on the World Wide Web (WWW). Data in Web 2.0 using WOA is represented by 
resources on the network. These resources are identified by their URI and are accessed and manipulated 
over the HTTP protocol. Creating a Web page in HTML or XHTML automatically creates a read only WOA 
Web Service. The data format is in eXtensible Markup Language (XML), Representational State Transfer 
(REST), Atom Syndication Format (ATOM) or Media Type for JavaScript Object Notation (JSON). 
Information in a WOA is represented in the form of resources on the network and are accessed and 
manipulated via the protocol specified in the URI, typically HTTP. Every resource on the network can 
located via a globally unique address known as a Universal Resource Identifier or URI. Manipulation of 
network resources is performed solely by components on the network (essentially browsers and other Web 
servers). WOA resources contain embedded URIs that build a larger network of granular representative 
state (i.e. order resources contain URLs to inventory resources). A Web 2.0 site allows users to interact 
and collaborate with each other in a social media dialogue as creators of user-generated content in a virtual 
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community, in contrast to websites where users (consumers) are limited to the passive viewing of content 
that was created for them. Examples of Web 2.0 include social networking sites, blogs, wikis, video sharing 
sites, hosted services, web applications, mashups and folksonomies. In the future, the detail architecture 
the SMS application will be described in detail. 

4.9 Apps (Applications) 

Apps (Applications) services group consists of Market, Code Repository, Rating, Certification, 
Accreditation, Code Scan, Distribution, and Patching & Upgrading. Application software, also known as an 
application or an “app”, is computer software designed to help the user to perform specific tasks. Examples 
include enterprise software, accounting software, office suites, graphics software and media players. Many 
application programs deal principally with documents. Apps may be bundled with the computer and its 
system software, or may be published separately. Application software is contrasted with system software 
and middleware, which manage and integrate a computer’s capabilities, but typically do not directly apply in 
the performance of tasks that benefit the user. The system software serves the application, which in turn 
serves the user. In the future, the detail architecture the SMS application will be described in detail. 

4.10 Portals 

Portals can have A portal is a web based application that commonly provides personalization, pluggable 
interfaces like portlets, audience targeting, authentication, and content aggregation from different sources 
and hosts the presentation layer of information systems. Aggregation is the action of integrating content 
from different sources within a web page. A portal may have sophisticated personalization features to 
provide customized content to users. Portal pages may have different set of portlets creating content for 
different users. The pluggable user interface software components that are known as portlets are managed 
and displayed in a web portal. Portlets produce fragments of markup code that are aggregated into a portal. 
Typically, following the desktop metaphor, a portal page is displayed as a collection of non-overlapping 
portlet windows, where each portlet window displays a portlet. Hence a portlet (or collection of portlets) 
resembles a web-based application that is hosted in a portal. Some examples of portlet applications are 
email, weather reports, discussion forums, and news. A portal that can be used to provide special treatment 
in the form of information and applications matched to a visitor’s interests, roles, and needs is known as 
personalization of portal. A number of personalization techniques, can be used to target advertising, 
promote products, personalize news feeds, recommend documents, make appropriate advice, and target e-
mail. AJAX, iCalendar & Micro format, Java Specification Request (JSR)-168, JSR-127, JSR-170, JSR-286 
(Portlet 2.0), JSF-314 (JSF 2.0), OpenSearch, CM Interoperability Service (CMIS) and other technologies 
are used for Portals. In the future, the detail architecture the SMS application will be described in detail. 
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4.11 Profiles 

The profiles applications group consists of Organizational Profiles, Team Profiles, and Individual User 
Profiles application. The Individual User Profile is an application that provides a collection of personal data 
to a specific user in the context of using the UC services over the DoD worldwide global warfighter 
networks. The profile may include, but not limited to, the explicit digital representation of a person’s identity; 
point of contacts or addresses of devices of the user for receiving and accessing each UC services during 
different specific time periods depending on time of a day and the day of a week; personal preferences for 
using each kind of UC services; security, priority, quality-of-service (QoS), and policy criteria that needs to 
applicable for accessing or using a given UC service; kinds of devices that are used for accessing or using 
UC services; roaming profiles and kinds of services to be provided to the user; specific settings of each UC 
application for the specific user; and many other information that are specific to the user. This information 
stored in the registry of a database is opaque to user profiles settings. It is expected that an MFSS or a 
LSC can access to the record of the user profile to offer UC services to the user in accordance to the 
criteria stored in the profile. The user profile application server may have a huge database because of 
millions of warfighter users will have their profiles stored in the database. As a result, the user profile AS 
architecture also needs to be distributed. It is also expected that the user profile AS will be using the AS-
SIP protocol as the open interface. The same is also applicable for Organizational Profiles or Team 
Profiles. In the future, the detail architecture the SMS application will be described in detail. 

4.12 Search & Discovery 

The Search & Discovery services group consists of many individual applications such as Indexing, 
Metadata Tagging (Organization, Individual, and Personal), Contextual Results, and Security Trimming. 
Search and Discovery services are quite different. In search services, known key words that are descriptive 
so as to qualify exactly what is being looked for are used in formulating a query in such a way as to improve 
the chances for an exact or partial match to some portion of the target object. Discovery, on the other hand, 
is exploratory in nature driven by a general goal. A search engine becomes a discovery engine when the 
query is used as a starting point from which to learn more about a particular topic. Just as hyperlinks within 
web documents facilitate the quick navigation through related topics of information, a discovery engine 
provides various facets of the result set in the form of navigational links. In search and discovery services, 
the Simple Service Discovery Protocol (SSDP) is used. SSDP is a network protocol based on the IP Suite 
for advertisement and discovery of network services and presence information, and is the basis of the 
discovery protocol of Universal Plug and Play and is intended for use in residential or small office 
environments. In addition, indexing, metadata tagging (organization, individual, and personal), results 
based on contexts, and security trimming are also used in SSDP. In the future, the detail architecture the 
SMS application will be described in detail. 

http://en.wikipedia.org/wiki/Internet_Protocol_Suite
http://en.wikipedia.org/wiki/Universal_Plug_and_Play
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4.13 Information Assurance (IA) 

The IA consists of Public Key Infrastructure (PKI), Common Access Card Service, Claimed-Based 
Architecture, Attribute-Based Access Control, Policy Decision Service, Directory Service, Edge Border 
Controller (EBC)/Data-Firewall/Intrusion Detection System (IDS)/Intrusion Prevention System (IPS), and 
Authentication, Authorization & Accounting (AAA) Services. 

The Army UC information assurance (IA)/security architecture ensures security across all protocol stacks 
from the upper application layer to the lower physical layer for all UC capabilities and services. The primary 
objective of the IA architecture is to provide authentication, authorization, integrity, confidentiality, and non-
repudiation. Of course, many other factors including availability of the systems and applications should also 
be the byproduct of the security architecture preventing all kinds of security attacks. 

As explained in the beginning, the UC Iawill be using all aspects of IdAM and TLA RA because are the 
essential ingredients of the UC security capabilities. However, UC RA is dealing with all security features of 
all layers from physical layer to the application layer (layer 1 to 7 in Open Standard International [OSI] 
terminology). For example, AS-SIP of UC call control application has user-to-user authentication with 
hypertext transport protocol (HTTP) digest/authentication, secured multipurpose internet mail extension 
(MIME) certificate and key exchanges in the application layer on the top of TLS. Similar is the case for 
other UC applications. So, the UC IA is the superset of IdAM and TLA RA. 
 
The Mission Assurance RA is not developed yet, but it is expected it will include the warfighter mission 
applications that will be built as value-added application on the top of the UC applications (RT, near-RT, 
and non-RT) including security. In this case, the Mission Assurance RA will be superset of the IA of Army 
UC RA. 

The important functional component of the UC security architecture is the use of the authentication, 
authorization, and accounting (AAA) server that uses IETF’s RADIUS/DIAMETER security protocol. The 
architecture of the AAA server is distributed across the whole network and is used for security both fixed 
and mobile users for accessing in the network or using any services within the Army UC network. When 
any users need to access in the network using end-users’ devices, the network-based functional entities 
like LANs, routers, LSCs, MFSSs, servers, or applications, those functional entities will use the AAA server 
for authentication, authorization, accounting, security policies, and other security services before allowing 
the users to get access into the network or using any UC services within the network. In addition, firewalls 
(FWs), edge boundary controllers (EBCs), intrusion detection systems (IDSs), intrusion prevention systems 
(IPSs), and other functional entities are also used. However, Army UC RA is considering that these 
functionalities of EBC, FW, IDS, and IPS will be integrated in such a way that they work logically as a single 
functional entity. Because AS-SIP session may contain audio, video, and data application sharing under the 
same single session. A combination of these security functional entities uses multiple security mechanisms 
such as unauthorized access prevention (e.g. access control and perimeter security), management security 
(e.g. operations security), logging and auditing security, and continuous use innovative security schemes 
against new evolving cyber-warfare.  
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The AS-SIP being in the application layer protocol has some inherent security capabilities at the application 
layer level. To start with AS-SIP uses the Transport Layer Security (TLS) protocol at the transport layer for 
transferring the SIP signaling messages. The TLS provides an approach for authenticating both the UC 
services and the users and securing the traffic exchange between the UC services and the users. 
Authentication in TLS consists of the server presenting the client with a valid certificate signed by the UC 
services certificate authority (CA) that is known to the client. That is, the UC client itself is configured with 
the root certificate of the UC services CA. 

For mobile users, the UC security model establishes the trust relationship between the users and the 
external carriers’ networks (e.g. AT&T, Verizon, T-Mobile) using authentication mechanisms including SIP’s 
usage of HTTP digest-based authentication. To prevent fraud and accounting of calls, UC users are 
authenticated before forwarding the calls to its final destinations. However, this would increase the call 
setup time. In order to avoid having to authenticate each call, the AS-SIP services require to the users 
should register using AS-SIP registration mechanisms before initiating any AS-SIP sessions over the DoD 
UC network. During the registration step a security association is established and is subsequently used to 
authenticate the user’s future requests. In addition, SIP has also security mechanisms known as SIP user 
identity where a user may have many identities including public and private identities for ensuring privacy. 
The strong identity authentication using secured multipurpose internet mail extension (S/MIME) that allows 
to prevent indentify and subscription theft. While using HTTP digest ensures that no entity other than the 
legitimate one can provide valid credentials, the scheme is still vulnerable to vital SIP headers, for instance 
Contact, To, and From, being modified in transit. As a result, S/MIME or TLS can be used to provide 
integration protection and confidentiality to the SIP messages.  

AS-SIP IA/security architecture that secures not only SIP signaling messages but also provides security for 
the exchanged media traffic. The IP security (IPSec) protocol provides a solid basis for securing the IP 
traffic. However, secure real-time protocol (SRTP) provides the application-specific security including media 
encryption for the media such as audio, video; text and specific application data (e.g. fax, whiteboard) that 
are exchanged during session established using SIP. It should also be noted that the dual stack Ipv4-Ipv6-
based network may use NATs and firewalls that need to perform various processing on the media and 
therefore need to be able to access it in unencrypted form. Therefore, an end-to-middle security model that 
involves one or more trusted intermediate entities is also established in different UC service scenarios. 

 

The AAA servers, routers, servers, LSCs, or MFSSs are also used to implement the security policy across 
the global UC warfighter enterprise network as appropriate. The security policy architecture is based on 
IETF’s policy technical standards as follows:  

 Core enterprise Policy Decision Point (PDP) Service based upon authenticated user 
authorizations, subjects attributes, applicable policy and metadata  that includes quality-of-
protection (QoP) information with access control lists: Program-owned services that leverage Core 
Enterprise Service (CES) PDP and Program-owned services that implement their own PDP must 
be compliant with subject attribute and metadata standards 
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 Collocation of the Policy Enforcement Points (PEP) with the resource being accessed 

 Mediation of cross-domain solution (CDS) for information flow utilizing the core enterprise service 
PDP with remote policy management 

 Core credential validation service developed and deployed compliant with the Federated Identity 
Management & Authentication Standard to support authentication of claimed user/device identities 
for U.S. Army DoD (e.g., Army/DoD PKI), U.S. IC (e.g., IC PKI), U.S. DHS and 5-eyes nation public 
key based credentials. B. Reference implementations of credential validation service developed to 
enable individual organizations to deploy their own compliant authentication solutions. C. Public 
key enabled (e.g., Army/DoD PKI) authentication for workstation logon, network access, and 
applications beyond email. 

 

The Border Gateway Protocol (BGP) IP/MPLS VPN has mechanisms to protect the IP infrastructure over 
the backbone network while VLAN protects the access LAN infrastructure as follows: Logical transport 
segment partitioning (e.g., MPLS, VLAN) to isolate high risk users; IA mechanisms for policing and 
enforcing QoS and priority, based on authenticated identities and subject and resource attributes 
(authorizations), within and across autonomous systems (including plaintext/cipher text boundaries); 
Rollout of standard Army LWN/GIG public key based digital identities for all Army LWN devices to support 
assured management and control and monitoring; Use of host and network-based firewalls, intrusion 
detection, virus detection, spyware/adware detection to prevent distributed denial of service attacks and 
ensure availability. 

Directory services that use lightweight directory access protocol (LDAP) provides a shared information 
infrastructure for locating, managing, administering, and organizing common items and network resources, 
which can include volumes, folders, files, printers, users, groups, devices, telephone numbers and other 
objects across the Army LWN which are needed for UC services. More importantly, the directory services 
are integrated with the Army IA systems. 

Finally, the Army/DoD Public Key Infrastructure (PKI) is being implemented for core credential validation 
services including the public key enabled authentication for UC services and applications, workstation 
logon, and network access. The security related to the Wi-Fi LANs that are used for AS-SIP services over 
the Army LWN networks also need to be addressed more specifically especially for mobile users. In the 
future, the Army UC RA IA/security architecture will be addressed in more detail. In the future, the detail 
architecture the SMS application will be described in detail. 

5 Call Flows for Real-Time Communications Services 

The call setup process shows how different functional entities of the Army To-Be architecture interact 
among themselves for transferring audio, video, and/or data for both Real-Time Communications services 
and Enterprise Collaborative services. In teleconferencing (TC), video teleconferencing (VTC), and data 
collaboration along with TC and VTC, the call setup takes two phases: End-to-End Signaling and Media 
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Transfer. That is, the call is set up first using signaling protocol (e.g. AS-SIP) on end-to-end via signaling 
entities (e.g. LSCs, WAN SSs, MFSSs) and then the media sent directly between the calling and called 
party without going through the signaling entities. In the call flows, we will be showing how the signaling 
traffic is sent on end-to-end using different signaling entities. On the other hand, the call signaling traffic 
and media are sent together directly on end-to-end path at the same time. 

5.1 Assured Point-to-Point Audio/Video/Data Conferencing 

Figure 6 shows the point-to-point real-time conversational audio/video conference call flows between the 
end users that are located in different network end points. The key of the call flows is that it describes the 
UC To-Be architectural rules and principles that are in accordance to the Army global and/or low-level 
subsets of the global rules and principles described earlier.  
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Figure 6: Assured Point-to-Point Audio/Video/Data Conference Call (OV-6c) 
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Figure 6 depicts detailed rules and principles; however, the following are the summary of the high-level 
principles and rules: 

 The RTC application server(s) must be in control of all calls implementing all capabilities/features in 
meeting Army UC RTC services. 

 The LSC, MFSS, and WAN SS must use the AS-SIP signaling protocol for communications among 
themselves over the network. 

 A LSC, MFSS, or WAN SS that hosts services must communicate with the SCF functional entity 
using AS-SIP protocol. 

 A SCF must be capable to communicate with all application servers that control real-time 
communications services using open standard-based protocols (e.g. AS-SIP, RADIUS/DIAMETER, 
SOAP, HTTP/HTTPS, and others) as appropriate. 

 The real-time communications application server(s) implementing the Army UC RTC services (e.g. 
Voice and Video Conferencing, Media Bridging/Transcoding, Security, and others) must use the 
open standard-based protocols (e.g. AS-SIP, RADIUS/DIAMETER, and others) for communicating 
through the SCF interfaces of WAN SSs, MFSSs, and LSCs while the communications protocol 
between the SCF and the WAN SS, MFSS, or LSC must only be the AS-SIP. 

 WAN SS has only IP interfaces and uses only the AS-SIP call control protocol. 

 An MFSS that has both TDM and IP interfaces will use AS-SIP call control protocol over the IP 
interfaces while ISUP call control protocol over the TDM interfaces and ISUP-SIP interworking 
function (IWF) along with media gateway controller (MGC) and one more media gateways (MGs). It 
may be noted that an MGC can control one or many MGs, and MGs may or may not co-located 
physically with the MGC providing scalable architecture. 

 A LSC that has only IP interfaces will use only the AS-SIP call control protocol.  

 A LSC that has both TDM and IP interfaces will use AS-SIP call control protocol over the IP 
interfaces while ISUP call control protocol over the TDM interfaces and ISUP-SIP interworking 
function (IWF) along with its media gateway and media gateway controller. 

 A LSC that supports both AS-SIP and H.323 call control protocol over its IP interfaces, it must have 
AS-SIP and H.323 IWF. 

 If a LSC interfaces to the PSTN, or to legacy (B/P/C/S) TDM systems, it must also support a 
Primary Rate Interface (PRI), using its Media Gateway and Media Gateway Controller. 

 All LSCs must provide Precedence-Based Assured Services via AS-SIP/Assured Services 
Admission Control for IP and for TDM interfaces (where equipped) via its Media Gateway using the 
T1.619a protocol. 

 Voice signaling must conform to the following rules: 
o There is a two-level signaling hierarchy: LSC and either a Multifunction Soft Switch (MFSS) 

or a Wide Area Network Soft Switch (WAN SS) 
 LSC A to MFSS A (or WAN SS A) to MFSS B (or WAN SS B) to LSC B when the 

LCSs have different primary MFSS 
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 LSC A to MFSS A (or WAN SS A) to LSC B when they have the same primary 
MFSS 

o The LSCs are assigned a primary and backup MFSS (or WAN SS) for signaling 
robustness 

 Signaling from an IP End Interface to a LSC will be AS-SIP. 

 If proprietary call control protocols are used for some existing systems, it 
has to be dealt with separately case-by-case basis. 

 The LSC to LSC signaling is not permitted external to the security enclave except 
for use in cases involving deployable products operating in a single area of 
operational responsibility network that is not the Army LWN. 

o The LSC can set up: 
 On-base sessions when a connection to an MFSS (or WAN SS) is lost. 
 Sessions to PSTN trunks independent of an MFSS (or WAN SS). 

o Signaling 
 A TDM End Office will signal via Common Channel Signaling System No. 7 or PRI 

to MFSS. 
 The MFSS will signal via PRI to the PSTN and to coalition gateways. 

 Edge Border Controllers (EBC), Firewall (FW), Intrusion Detection Service (IDS), and Intrusion 
Prevention Service (IDS) are used to provide IA for voice/data call signaling and bearer traffic, and 
can be implemented as a single of multiple functional entities as appropriate. However, a standard-
alone EBC provides IA for data call signaling and bearer traffic. 

 The authentication, authorization, accounting (AAA) server, policy server, and QoS server are 
separate entities although they have been shown in one logical box in the call flow diagrams.  

 
The steps for the point-to-point audio/video conferencing shown in Figure 6 are described as below: 
 

1. User A1, known as the calling user in the IP network, located in the local network places a call to 
another user, known as the called (or callee) user via its pre-configured source LSC through which 
the calling user already registered in the network.  

a. The registration process is not shown in Figure xxx for simplicity. Users may be pre-
provisioned with definite service features in the Army LWN.  A combination of dynamic 
registration and service provisioning features can be used where the user profiles will be 
stored in the user profiles application server (not shown in Figure xxx) via the LSC and 
WAN SS (or MFSS).  

b. It should be noted that AS-SIP protocol may be used between the user profiles application 
server and the SCF of the LSC and WAN SS (or MFSS). 

2. The call goes to the local source LSC and the LSC contacts the local AAA, Policy & QoS server 
whether the call can be admitted based on the security, policy, and QoS features. If the session 
cannot be admitted, the call is dropped, otherwise, the LSC decides how to route the call based on 
the destination address of the called user. The destination address can be one of the followings: IP 
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Local Network (from which the call has been originated) and Local LSC may or may not host 
services, IP Remote Network where WAN SS hosts services, or TDM Network where WAN SS 
hosts services (assuming that TDM application services have been unified through migration to the 
IP network-based application services and MFSS does not host services). 

a. If destination user A2 is located with the same local network from which the call has been 
originated, and if the local LSC hosts the services, the call proceeds as follows: 

i. The local LSC then sends the call to the SCF for sending the call to the 
appropriate local UC application server (s) for servicing the call based on the 
service features indicated in the call for which the users have been provisioned. 

ii. The UC application server(s) directs the local LSC via the SCF for setting up the 
call leg with the called user A2. 

iii. The local LSC sets up the call leg with the called user A2. 
iv. The called user A2 accepts the call. Note: Before acceptance of the call, there can 

be call negotiations between user A1 and user A2 for audio and video codecs and 
their parameters along with early media, ring tone and other features. For 
simplicity, we have not shown. 

v. Once the session is set up, the media is sent directly between users A1 and A2 
directly. 

b. If destination user is located with the same local network from which the call has been 
originated, and if the local LSC does not host the services, the call proceeds as follows: 

i. The local LSC routes the call to the WAN SS located in the Army LWN wider area 
network (WAN). However, EBC/FW/IDS/IPS systems are around in both local LSC 
and WAN SS for information assurance (IA). If the session is allowed per local IA 
policies, the call is allowed to route from the LSC to the WAN SS, otherwise, the 
call is dropped. 

ii. The WAN SS then checks with the global AAA, Policy, and QoS server whether 
the session/call can be admitted. 

iii. If the session is allowed to admit in the network, the WAN SS to set up the call leg 
with the local LSC, otherwise, the session is dropped. 

iv. The WAN SS then sends the call to its SCF for route the call to the appropriate 
global UC application server(s). 

v. The SCF then routes the call to the appropriate global UC application server(s) for 
servicing the call. 

vi. The UC application server(s) directs the WAN SS via the SCF for setting up the 
call leg with the local (source) LSC. 

vii. The WAN SS then sets up the call leg with the local (source) LSC. 
viii. The local (source) LSC then sets up the call leg with the called user A2. 
ix. The called user A2 accepts the call. Note: Before acceptance of the call, there can 

be call negotiations between user A1 and user A2 for audio and video codecs and 
their parameters along with early media, ring tone and other features. For 
simplicity, we have not shown. 
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x. Once the session is set up, the media is sent directly between users A1 and A2 
directly. 

c. If the destination called user A3 resides in the remote IP network, the call proceeds as 
follows: 

i. The local LSC routes the call to the WAN SS located in the Army LWN wider area 
network (WAN). However, EBC/FW/IDS/IPS systems are around in both local LSC 
and WAN SS for information assurance (IA). If the session is allowed per local IA 
policies, the call is allowed to route from the local LSC to the WAN SS, otherwise, 
the call is dropped. 

ii. The WAN SS then checks with the global AAA, Policy, and QoS server whether 
the session/call can be admitted. 

iii. If the session is allowed to admit in the network, the WAN SS to set up the call leg 
with the source LSC, otherwise, the session is dropped. 

iv. The WAN SS then sends the call to its SCF for route the call to the appropriate 
global UC application server(s). 

v. The SCF then routes the call to the appropriate global UC application server(s) for 
servicing the call. 

vi. The UC application server(s) directs the WAN SS via the SCF for setting up the 
call leg with the destination LSC. 

vii. The WAN sends the call to the destination LSC. 
viii. The EBC/FW/IDS/IPS system of the destination LSC checks for information 

assurance (IA). If the session is allowed per local IA policies, the call is allowed to 
route from the WAN SS to the destination LSC setting up the call leg, otherwise, 
the call is dropped. 

ix. The destination LSC then sets up the call leg with the called user A3. 
x. The called user A3 accepts the call. Note: Before acceptance of the call, there can 

be call negotiations between user A1 and user A3 for audio and video codecs and 
their parameters along with early media, ring tone and other features. For 
simplicity, we have not shown. 

xi. Once the session is set up, the media is sent directly between users A1 and A3 
directly. 

d. If the destination called user A4 resides in the TDM network, the call proceeds as follows: 
i. The local LSC routes the call to the MFSS (or hybrid LSC with TDM and IP 

interfaces) interfacing both TDM and IP network of the Army LWN wider area 
network (WAN). However, EBC/FW/IDS/IPS systems are around the local LSC for 
information assurance (IA). If the session is allowed per local IA policies, the call is 
allowed to route from the LSC to the MFSS (or Hybrid LSC); otherwise, the call is 
dropped. Note: We are assuming MFSS or Hybrid LSC does not host services due 
to full migration of services over the IP-based UC application servers. 

ii. The MFSS then routes the call to the WAN SS for serving the call by the 
appropriate global UC application server(s). 
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iii. The EBC/FW/IDS/IPS system around the WAN SS checks for information 
assurance (IA). If the session is allowed per local IA policies, the call is allowed to 
route from the MFSS to the WAN SS setting up the call leg, otherwise, the call is 
dropped. 

iv. The WAN SS then checks with the global AAA, Policy, and QoS server whether 
the session/call can be admitted. 

v. If the session is allowed to admit in the network, the WAN SS to set up the call leg 
with the MFSS, otherwise, the session is dropped. 

vi. The WAN SS then sends the call to its SCF for route the call to the appropriate 
global UC application server(s). 

vii. The SCF then routes the call to the appropriate global UC application server(s) for 
servicing the call. 

viii. The UC application server(s) directs the WAN SS via the SCF for setting up the 
call leg with the MFSS. 

ix. The WAN sets up the call leg with the MFSS. 
x. The MFSS then routes the call to the destination called user A4 via the TDM 

switches over the TDM/ISDN network. 
xi. The called user A4 accepts the call. 

5.2 Assured Point-to-Multipoint Centralized Audio/Video/Data Conferencing 

The assured centralized multipoint conference deals with a scenario where all Army users dial to the priori-
known UC conference bridge application server for audio, video, and/or data conferencing and the 
conference bridge application server controls the conferencing with a star-like topology establishing point-
to-point connection between the conference server and each user. Figure 7 depicts the call signaling flows 
from an end user to the conferencing server. 

 



CIO/G-6 Reference Architecture Series 

 

 
  Page 80 of 97 

U.S. Army Unified Capabilities Reference Architecture 

 

 

Lo
ca

l L
SC

, S
C

F 
&

 E
B

C
/F

W
/I

D
S/

IP
S

Local AAA, Policy & 
QOS Server

Can 
Session

be 
Admitted? 

Session is 
Dropped

Yes

No

Source LSC

Lo
ca

l/
R

e
gi

o
n

al
 N

e
tw

o
rk

UC Conference Bridge Application Servers (Services Hosted by WAN SS/MFSS Globally Regionally)

Service Type 1 Service Type 2 Service Type N...

UC Media Bridging Servers (Services Hosted by WAN SS/MFSS Globally)

Media Bridge 1 Media Bridge 2 Media Bridge K...

Session is 
Dropped

No

Yes

EBC/
FW

Conference Media 
Bridge LSC

SCF

Local AAA, Policy & 
QOS Server

Session is 
Dropped

Can 
Session

be 
Admitted? 

Session
Allowed
per Local 
Policies?

No

Yes

Send Call to the  Appropriate 
Conference Media Bridge

U
se

r 
A

1
Lo

ca
l A

A
A

, P
o

lic
y 

&
 Q

O
S 

Se
rv

e
r

G
lo

b
al

 C
o

n
f 

A
p

p
 S

e
rv

e
rs

G
lo

b
al

 C
o

n
f 

M
e

d
ia

 
B

ri
d

ge
 

Se
rv

e
rs

C
o

n
f 

B
ri

d
ge

 L
SC

, 
SC

F,
 L

o
ca

l A
A

A
/

P
o

lic
y/

Q
O

S 
Se

rv
e

r 
&

 E
B

C
/F

W
/I

D
S/

IP
S

IP
 G

lo
b

al
/R

e
gi

o
n

al
 W

id
e

 A
re

a 
N

e
tw

o
rk

Session is 
Dropped

Yes

EBC/
FW

WAN SSSCF

Global AAA, Policy 
& QOS Server

Session is 
Dropped

Can 
Session

be 
Admitted? 

No

Yes

Send Call to the  Appropriate 
Application Server Type(s)

W
A

N
 S

S,
 S

C
F,

 
G

lo
b

al
 A

A
A

/
P

o
lic

y/
Q

O
S 

Se
rv

e
r 

&
 E

B
C

/F
W

/I
D

S/
IP

S

U
se

r 
A

2

 User Ax Places a Call to 
Conference Bridge

U
se

r 
A

x

 User A1 Places a Call to 
Conference Bridge

 User A2 Places a Call to 
Conference Bridge

Session is 
Dropped

No

Yes

EBC/
FW

Session
Allowed
per Local 
Policies?

No

Lo
ca

l 
N

e
t

Lo
ca

l 
N

e
t

Session
Allowed
per Local 
Policies?

….

….

 

Figure 7: Assured Point-to-Multipoint Centralized Audio/Video/Data Conferencing (OV-6c) 
 

It should be noted that the conference bridge application server controls not only the call but also needs to 
provide media (audio/video/data) bridging and even transcoding. For the sake of scalability, the media 
bridging function of the conference bridge application server is done by a separate media 
(audio/video/data) bridge server and the media bridging service is being hosted a dedicated conference 
bridge LSC, but the control of the media bridging function still remains with the conference bridge 
application server. The multipoint conference call flows can be described as follows: 

1. User A1 places a call to the UC conference bridge application server (assuming that the address of 
the server is priori known by each conference participant). 

2. The local LSC (it is also the source LSC for this call) receives the call per priori configurations 
setup and checks with its local AAA, Policy & QoS server whether the call can be admitted. If the 
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session is allowed per security, policy, and QoS criteria, the call is sent by the LSC to the WAN SS 
via the EBC/FW/IDS/IPS. Otherwise, the call is dropped. 

3. The EBC/FW/IDS/IPS systems of both source LSC and WAN SS check whether the call is 
acceptable per local policies. If the call is acceptable, the call is sent to the WAN SS, otherwise the 
call is dropped. 

4. The WAN SS checks with the global AAA, Policy & QoS server whether the session can be 
admitted based on global security, policy, and QoS criteria. If the call is acceptable, the WAN SS 
sends the call to the appropriate UC conference bridge application server via the SCF. Otherwise, 
the call is dropped. 

5. The SCF sends the call to the appropriate UC conference bridge application server. Note: There 
can be many application servers including conference bridge application server communicating 
using open standards-based protocols such as AS-SIP, SOAP/HTTP/HTTPS, and others that are 
hosted by the WAN SS and there can be multiple physical servers for each kind of application for 
load balancing as well, and a SCF chooses one of the particular server based on some rules. 

6. The UC conference bridge application server examines the call and finds that the call needs media 
(audio/video/data) bridging and instructs the WAN SS via SCF to set up the call-leg with the 
conference media bridge LSC. 

7. The WAN SS receives the call from the UC conference bridging application server and set up the 
call leg with the conference media bridge LSC. 

8. The EBC/FW/IDS/IPS systems of both conference media bridge LSC and WAN SS check whether 
the call is acceptable per local policies. If the call is acceptable, the call is sent to the conference 
media bridge LSC, otherwise the call is dropped. 

9. The conference media bridge LSC checks with its local AAA, Policy & QoS server whether the 
session can be admitted based on global security, policy, and QoS criteria. If the call is acceptable, 
the LSC sends the call to the appropriate UC conference media bridge server via the SCF. 
Otherwise, the call is dropped. 

10. The SCF sends the call to the appropriate UC conference media bridge application server. Note: 
There can be many physical conference media (audio/video/data) bridge servers communicating 
using open standards-based protocols such as AS-SIP for load balancing, and SCF chooses one 
of them using some rules. 

11. The UC conference media (audio/video/data) bridge server receives the call and prepares itself for 
bridging of the media of each user with the media (audio/video/data) of other users as per service 
features of the call.  

12. Similarly each user (e.g. user A2, Ax) sets up the call with the UC conference bridging application 
server using steps 1 through 11. 

13. Once the conference call is set up with the conference participants, the server bridges each kind of 
media and distributes the media directly between the users in accordance to the conference 
policies. 
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5.3 IM/Chat/Presence Communications (Integrated with Audio and/or Video) 

The Instant Message (IM)/Chat/Presence service, when used integrated with audio and/or video is being 
provided by Session Initiation Protocol (SIP) developed by IETF SIMPLE Working Group (WG). A couple of 
Request for Comments (RFCs) related to IM/Chat/Presence are being developed by SIMPLE WG and are 
also included in DISR. The details of the Point-to-Point and Point-to-Multipoint IM/Chat/Presence call flows 
will be the same to those the call flows shown in Figures 8 and 9, respectively. 

6 Call Flows for Non-Real-Time Communications Services 

The non-real-time UC applications that do not contain audio and/or video are can be termed as data 
applications, and operate in client-server (C-S) mode. Like all applications servers, each of these UC 
application server also needs to be distributed as explained in the case of XMPP-based IM/Chat application 
server described below. The call flows of each collaborative enterprise application service will be like those 
of the IM/Chat application explained in the next section except that they will use different application 
protocols other than XMPP. For example, in the case of the web services, the application protocol sets can 
be SOAP/WDSL/HTTP/HTTPS. 

6.1 IM/Chat /Presence Communications (Stand-Alone) 

The Instant Message (IM)/Chat/Presence service, when used as a stand-alone service, is being provided 
by the Extensible Messaging and Presence Protocol (XMPP) application server. For scalability of the 
services, a given application server is geographically distributed, but all the servers will behave as a single 
logically centralized application server. In this context, we have created a logical hierarchy of the XMPP 
application server. The entire Army LWN network has been divided into certain logical domains that may be 
called local or regional network. There is a local/home/source XMPP server in each domain. The global 
XMPP application server controls all other local/home/source XMPP application servers. Each 
local/home/source XMPP server provides the services to the users that are located within its service 
domain and registered with this server. If the source-destination users for IM/Chat communications remain 
in the same domain, the local/home/source XMPP server of that domain serves the call. If the source-
destination users remain in two separate domains, the local/home/source XMPP server sends the call to 
the global XMPP server and the global XMPP server then sends the call to the remote local/home/source 
XMPP server where the destination user is located. Finally, the remote local/home/source XMPP server 
sends the call to the destination user. In fact, all other application servers that provide different services will 
use the same or similar distributed server architectural principles for each kind application server including 
point-to-point and multipoint conferencing services. 

The IM/Chat scenario, an Army user sends an IM to another user.  The high-level rules which govern this 
operation are [1]: 
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 Instant Messaging and Chat servers must use the XMPP as described in the latest version of the 
Unified Capabilities Requirements for client to server (C2S) and server to server (S2S) 
communication 

 DoD Components must use IM and Chat products from the UC APL if they want to establish S2S 
communication across the Wide Area Network 

 All XMPP streams, including both C2S and S2S connections, must be secured with the use of TLS 

 Proprietary C2S protocols are permitted within the context of a Military Department enclave, but 
must be able to federate with native XMPP servers by means of an XMPP S2S stream enabled 
through the use of an XMPP gateway implementation 

 An XMPP client must connect to its “local/home” server in order to be granted access to the 
network and subsequently to be permitted to exchange instant messaging and presence 
information with other users/services 

As with the voice and video scenarios, the detailed rules and requirements for IM/chat C2C and S2S 
operation are described in the most recent version of the DoD UCR [1]. Unlike voice/video/multimedia 
application as described earlier, both call signaling and media of IM/Chat pass through the same path. 
Figure 8 illustrates the call flows of the IM/Chat application that uses XMPP protocol: 
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Figure 8: Assured Point-to-Point IM/Chat Communications (OV-6c) 
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1. User A1 sends an IM/Chat to the existing contact. 
2. The call comes to the FW/IDS/IPS of user A1’s local/home XMPP server and the call is checked 

whether it is acceptable per local policies. If the call is acceptable, the call is sent to the local/home 
XMPP server. Otherwise, the call is dropped. 

3. Before sending the call to the XMPP server over the IP network, per QoS policy set in the policy 
server, the originating IP access router invokes QOS for the non-real-time XMPP application over 
the network between the call originating access network and the destination network where the 
XMPP application server is located. If the QoS is available, the call is admitted. Otherwise the call 
is dropped. 

4. The call then comes to the local/home XMPP application server and the XMPP server checks with 
its local AAA, Policy & QoS server. If the security, policy, and QoS are acceptable for the call, the 
call is examined for routing to one of its destinations. Otherwise, the call is dropped. 

5. If the call is accepted, the local/home XMPP server processes the call for sending to its destination, 
which consists of two possible paths: Destination user is attached to the same IM/Chat server 
domain or Destination user is attached to another IM/Chat server domain. 

6. When an IM/Chat is sent to a user associated with the same IM/Chat server, the message flow 
goes from client to server to client. That is, local/home/source XMPP server sends the call to user 
A2 and user A2 receives the IM/Chat message. 

7. If the recipient is associated with a different server, the local/home XMPP server sends the call to 
the global XMPP application server. 

8. The FW/IDS/IPS systems of the global XMPP application server checks whether the call is 
acceptable based on the local policies. If the call is acceptable, the IM/Chat call is sent to the 
global XMPP application server. Otherwise, the call is dropped. 

9. The global XMPP application server then checks with the global AAA, Policy & QoS server whether 
the call is acceptable. If the security, policy, and QoS criteria are met, the call is sent to one of the 
two possible destinations: Destination user is attached to the same global IM/Chat server domain 
or Destination user is attached to another remote local/home IM/Chat server domain. 

10. If the destination user is attached to the same global IM/Chat server domain, the global XMPP 
application server routes the call to user A4 as can be seen in Figure 10 and user A4 receives the 
IM/Chat message. However, we have taken an example variation what if the destination user does 
not use the XMPP protocol for IM/Chat. In this case, a messaging gateway is used for conversion 
of the IM/Chat between XMPP and proprietary protocol, and the global XMPP server routes the call 
to the message gateway and then the message gateway sends the call to user A3. User A3 
receives the IM/Chat message. 

11. If the destination user is attached to another remote local/home IM/Chat server domain, the global 
XMPP server sends the call to the remote local/home XMPP server in which domain the 
destination user (e.g. user A5) is located. 

12. The FW/IDS/IPS systems of the remote local/home XMPP application server checks whether the 
call is acceptable based on the local policies. If the call is acceptable, the IM/Chat call is sent to the 
remote local/home XMPP application server. Otherwise, the call is dropped. 
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13. The call is then routed to the remote local/home XMPP application server and the server checks 
with its local AAA, Policy & QoS server. If the call meets the security, policy, and QoS criteria, the 
call is sent to the user. Otherwise the call is dropped. User receives the IM/Chat message.  

7 Call Flows for Other UC Services 

Like IM/Chat, all other UC applications that do not contain audio and/or video are can be termed as data 
applications, and operate in client-server (C-S) mode. Like all applications servers, each of these UC 
application server also needs to be distributed as explained in the case of XMPP-based IM/Chat application 
server. The call flows of each collaborative enterprise application service will be like those of the IM/Chat 
application except that they will use different application protocols other than XMPP. For example, in the 
case of the web services, the application protocol sets can be SOAP/WDSL/HTTP/HTTPS. 
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Appendix B - Acronym List 

Abbreviation Description 

AAA Authentication, Authorization, and Accounting  

ADN Area Distribution Node 

AF Assured Forwarding 

APL Approved Product List 

AR Aggregation Router 

ASAC Assured Services Admission Control 

ASLAN Assured Services Local Area Network 

AS-SIP Assured Service – Session Initiation Protocol 

ATH At-The-Halt 

BE Best Effort 

B/P/C/S Base/Post/Camp/Station 

BPM Business Process Management 

CAC Commond Access Card  

CBA Cost Based Analysis 

CBWFQ Class-Based Weighted Fair Queueing 

CE-R Customer Edge Router 

CIO Chief Information Officer 

COCOM Combatant Commands 

CONUS Continental United States 

COP Common Operating Pictures 

COPS Common Operating Policy Service 

CQ Custom Queueing 

C/S Client-Server 

DA Department of the Army 

DAU Defense Acquisition Executive 

DiffServ Differentiated Services 

DISA Defense Information Systems Agency 
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DISN Defense Information Systems Network 

DISR Department of Defense Information Technology Standards Registry 

DoD Department of Defense 

DoDI Department of Defense Instruction 

DSCP Differentiated Services Code Point 

DSD Data and Service Deployment 

DSL Digital Subscriber Line 

DWDM Dense Wavelength Division Multiplexing 

E2E End to End 

EANCS Enterprise wide Access to Network and Collaboration Services 

EBC Edge Border Control 

EoIP Everything over Internet Protocol 

EF Expedited Forwarding 

ERB Engineering Review Board 

ES Enterprise Services 

FIFO First In First Out 

GIG Global Information Grid 

GMPLS Generalized Multiprotocol Label Switching 

GPON Gigabit Passive Optical Network 

GTP GIG Technical Profile 

HTTP Hypertext Transport Protocol 

I3A Installation Information Infrastructure Architecture 

I3MP Installation Information Infrastructure Modernization Program 

IA Information Assurance 

IAW In Accordance With 

ICAM Identity, Credential, and Acsess Management 

IdAM Identity and Access Management 

IDS Intrusion Detection Systems 

IEA Information Enterprise Architecture 
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IETF Internet Engineering Task Force 

IP Internet Protocol 

IPS Intrusion Prevention System 

ISDN Integrated Services Digital Network 

ISP Internet Service Provider 

IT Information Technology 

IWF Interworking Function 

I3C2 Installation Information Infrastructure Communications and Capabilities 

I3MP Installation Information Infrastructure Modernization Program 

JCA Joint Capability Area 

JTIC Joint Testing Integration Center 

JTRS Joint Tactical Radio System  

KPP Key Performance Parameters 

LAN Local Area Network 

LLQ Low Latency Queue  

LSC Local Session Controller 

LWN LandWarNet 

MANET Mobile Ad Hoc Network 

MCN Main Computer Node 

MFSS Multifunction Soft-Switch 

MG Media Gateway 

MGC Media Gateway Control 

MIME Multipurpose Internet Mail Extension 

MMS Multimedia Messaging Service 

MPLS Multiprotocol Labeling Switching 

MSF Multi-Switch Forum 

NC Net-Centric 

NETCOM Network Enterprise Technology Command 

NetOps Network Operations 

NM Network Management 
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OA&M Operation Maintenance Administration 

OASD/NII Office of the Assistant Secretary of Defense Networks and Information Integration 

OLSR Optimized Link State Routing 

OLT Optical Line Terminal 

OSI Open Standard International 

OTM On-The-Move 

OV-1 High Level Operational Concept Graphic 

OV-5a Operational Activity Decomposition Tree 

OV-6c Event-Trace Description 

PC  Personal Computer 

P/C/S  Post/Camp/Station 

PEO Program Executive Office 

PQ Priority Queue 

PSAP Public Safety Answering Point 

PSTN Public Switched Telecommunications Network 

P2P Peer-to-Peer 

QoS Quality of Service 

RA Reference Architecture 

RFC Request for Change 

RM Resource Manager 

RT Real-Time 

RTC Real-Time Communications 

SAC Session Admission Control 

SBC Session Border Controller 

SBIR Small Business Innovative Research 

SC Signal Command 

SCE Service Creation and Execution 

SCF Session Control Function 

SG Signaling Gateway 

SIP Session Initiation Protocol 

S/MIME Secured/Multipurpose Internet Mail Extension 

SMS Short Message Service 

SOA Service Oriented Architecture 

SOAP Simple Object Access Protocol 

SONET Synchronous Optical Network 
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SRTP Secure Real-Time Protocol 

SS7 Signaling System 7 

TBD To Be Determined 

TCAP Transaction Capabilities Application Part 

TCP Transmission Control Protocol 

TDM Time Division Multiplexing 

TLA Top Layer Architecture 

TLS Transport Layer Security 

UC Unified Capabilities  

UCA Unified Cryptologic Architecture 

UC MP Unified Capabilities Master Plan 

UCR Unified Capabilities Requirements 

UDP User Datagram Protocol 

VoIP Voice over Internet Protocol 

VoSIP Voice over Secret Internet Protocol 

VLAN Virtual Local Area Network 

VPN Virtual Private Network 

WAN Wide Area Network 

WAN SS Wide Area Network Soft Switc 

WAP Wireless Application Protocol 

WFQ Weighted Fair Queueing  

WiFi Wireless Fidelity 

WIN-T War-fighter Information Network-Tactical  
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Appendix C - OV-1 High Level Operational Concept Graphic, OV-5a Operational    

Activity Decomposition Tree, OV-6c Event-Trace Description, 

Diagrams 

Appendix D - Army UC RA StdV-1 and StdV-2 Technical Standards Profiles 

Appendix E - Army UC RA APL 

Appendix F - Mapping between Army and DoD UC Principles and Rules, 

Capability Gaps, Mitigations and Target End State 

Appendix G - UC Performance Requirements 

Appendix H - Army UC QoS RA 
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Appendix I - AV-2 Integrated Dictionary/Glossary/Vocabulary 

Assumptions: Assumptions identify the UC steady state environment and how it will look over time, and 
the rules of how the sustainment and ongoing capabilities are determined. They expand on and provide 
additional information based on the principles provided. 

Business Rules:  Business rules represent relationships among the UC inputs, controls, outputs and 
mechanisms and resources used. For example, a business rule can specify who can do what under 
specified conditions, the combination of inputs and controls needed, and the resulting outputs. UC business 
rules are based on best practices and provide design tenets and constrain the implementation of principles 
and relevant policies 

Call: Call is a term that is used in broader context. A call can mean session, call signaling message(s), call 
signaling message(s) that may contain about media like audio, video, and/or data. 

Conformance Testing: Conformance testing is conducted to determine whether a product or system 
meets some specified standard that has been developed for efficiency or interoperability. The rules based 
architecture approach allows for technical positions and patterns to be developed into standards for testing 
purposes.  The test run identifies the conformance to standards and examines the deltas (if any) based on 
the information/interaction exchange criteria.  Conformance testing provides traceability back to the design 
constraints stated in the business rules and the principles outlining the fundamental values of UC.  Metrics 
and success criteria are collected to measure conformance to standards under specific conditions in a 
network environment. 

Constraints: The constraints provide the Army with the applicable rules, laws and policies set forth by the 
Army and DoD on UC related requirements and processes.  These constraints identify the limits and 
boundaries implemented guide the development of business rules and technical patterns and positions. 

Converged: All types of services, defined by the GIG Enterprise Service Profile Document (GESP), exist 
simultaneously on the same IP network. (Source document: UC Framework 2013). 

Converged Network: An IP network used to transmit a combination of voice, video, and/or data services. 
(Source document: UC Framework 2013). 

Differentiated Services (DS). A quality of service delivery model, in which the flows are classified, policed, 
marked, and shaped at the edges of a DS domain. The nodes in the core of the network handle packets 
according to the per-hop behavior that is selected based on the contents of the DS field (Differentiated 
Services Code Point) in the packet header. (Source document: UC Framework 2013). 

Differentiated Services Architecture: Contains two main components. One is the fairly well understood 
behavior in the forwarding path and the other is the more complex and still emerging background policy and 
allocation component that configures parameters used in the forwarding path. The differentiated services 
architecture is based on a simple model where traffic entering a network is classified and possibly 
conditioned at the boundaries of the network, and assigned to different behavior aggregates. Each behavior 
aggregate is identified by a single Differentiated Services Code Point (DSCP). Within the core of the 
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network, packets are forwarded according to the per-hop behavior associated with the DSCP specified in 
RFC 2475. 

Differentiated Services (DS) Field (DS Field): The six most significant bits of the Internet Protocol, 
version 4, Type of Service octet or the Internet Protocol, version 6, traffic class octet. (Source document: 
UC Framework 2013). 

Differentiated Services Code Point (DSCP): A value that is encoded in the Differentiated Services (DS) 
field and that each DS node must use to select the per-hop behavior that is to be experienced by each 
packet it forwards. (Source document: UC Framework 2013). 

Elastic (or Non-Real-Time): While real-time applications do not wait for late data to arrive, elastic 
applications such as data applications like file transfer, email, chat/instant messaging (IM), web data traffic, 
and others will always wait for data to arrive. The elastic or non-real-time applications do not have any 
performance guarantees, but may or may not have an allocated capacity. If any data applications like delay 
sensitive file transfer and short-interactive data that have definite performance requirements will fall into 
Preferred Elastic application category, but will not be called near-real-time application category. (Source 
document: QoS GTP-0009, UC Framework 2013, RFCs 1633, 4594). 

Global Information Grid (GIG): The globally interconnected, end-to-end set of information capabilities for 
collecting, processing, storing, disseminating, and managing information on demand to warfighters, policy 
makers, and support personnel. The GIG includes owned and leased communications and computing 
systems and services, software (including applications), data, security services, other associated services, 
and National Security Systems. Non-GIG IT includes stand-alone, self-contained, or embedded IT that is 
not, and will not be, connected to the enterprise network. 

Inelastic (or Real-Time): See Real-Time. 

Near-Real-Time (or Preferred Elastic): Like real-time, an event occurs in real-time but the event is 
distributed in one way from the source to one or multiple destination endpoints while no destination 
endpoint participates in communications like audio/video streaming. The performance requirements for the 
near-real-time one-way audio/video communications are less stringent than those of two-way real-time 
audio/video communications. It should be noted that the delay sensitive file transfer and other data 
applications are not considered as a part of near-real-time applications (see Preferred Elastic). (Source 
document: QoS GTP-0009, UC Framework 2013, RFCs 1633, 4594). 

Non-Real-Time: See Elastic. 

Packet Marking: Marking in packets following their classification for a given service delivery, which 
includes Differentiated Services Code Point, Flow Label, or Security Parameter Index bit fields. (Source 
document: UC Framework 2013, RFC 4594). 

Preferred Elastic: A specially created service class category to meet unique DoD application 
requirements; it has varying degrees of service class categories. Examples include multi-media streaming 
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(e.g. audio/video one-way distribution), short interactive transactions and delay-sensitive file transfers. 
However, multi-media streaming (e.g. audio/video one-way distribution) applications can be further 
differentiated from the delay sensitive data applications defining as near-real-time applications. These 
unique differentiations are needed because of stringent performance requirements. Audio/video streaming 
has one-way delay requirements are of the order of 100s of milliseconds along with stringent delay and 
phase jitters. While delay sensitive file transfer and other data applications have one-way delay 
requirements of the order of few seconds with no particular delay and phase jitter requirements. (Source 
document: QoS GTP-0009, UC Framework 2013, RFCs 1633, 4594). 

Principles: Reference architecture principles are enduring guidelines that describe how UC will fulfill its 
mission.  Principles express the intent of the capability and fundamental values to be achieved with UC. UC 
principles tie back to business/warfighting requirements and drive technical positions and patterns. They 
inform and support how the Army achieves the UC mission and are intended to be enduring and seldom 
amended. 

Quality of Service: The capability to provide resource assurance and service differentiation in a network. 
Used with the local area network to provide different priority to traffic flows or sessions, or guarantee a 
certain level of performance to a traffic flow or session in accordance with requests from the application 
program. Quality of service is used in conjunction with traffic tagging to guarantee that prioritized traffic 
flows or sessions are given preferential treatment.  Also, the collective effects of service performances that 
determine the degree of satisfaction of a user of the service. (Source document: UCR 2008). 

Real Time:  At the same time, simultaneously like audio conversational communications from both or 
multiple ends, and real-time applications do not wait for late data to arrive. An event where two or more 
people communicate simultaneously, similar to the way people speak on a telephone at the same time. Any 
event that occurs in real time indicates that the event is happening, as we would see it, in actual time like 
video teleconferencing (VTC). (Source document: UC Framework 2013, RFCs 1633, 4594).The 
performance requirements for the two-way real-time audio/video communications are the most stringent.  

Reference Architecture: Reference architectures guides and constrain the instantiations of solution 
architectures.  It also provides a common language for various stakeholders, guidance and consistency of 
implementations of technology to solve problems, supports the validation of solutions, and encourages 
adherence to common standards, specification and patterns. Reference Architecture normalizes the 
institutional understanding of capabilities at the enterprise level, and provides a common set of 
principles/rules, process patterns, and technical positions for use within the DoD to guide development of 
Enterprise, Segment, or Solution architectures. 

Router:  A router is an appliance that is a packet switch that operates at the network layer of the Open 
Systems Interconnection Protocol model. Routers within the IP Unified Capabilities architecture 
interconnect networks over local and wide areas, and provide traffic control and filtering functions when 
more than one pathway exists between two endpoints on the network. The primary function of routers is to 
direct IP packets along the most efficient or desired path in a meshed network that consists of redundant 
paths to a destination. Many routers in the DOD IP Unified Capabilities architecture include local area 
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network switch functions and the distinction between the two types of appliances continues to blur. (Source 
document: UC Framework 2013). 

Technical Positions and Patterns: Technical positions describe the technical guidance and standards 
established for UC. This technical guidance documentation allows for system owners, PEOs/PMs 
justification to resource their systems and identifies potential choices and tradeoffs to perform. Patterns 
provide how UC artifacts may be organized and related for repeated use and support process reuse. They 
are typically descriptions of structural, behavioral, or graphical model instantiations that focus on interaction 
of the artifacts. Patterns will undergo change as new pattern concepts are discovered and emerge from 
solution architectures.  

Traffic Classification: A mechanism that allows the networks to distinguish among different categories of 
traffic, connection requests, and provisioning requests. The classification may be performed at the Edge 
and Core nodes during packet transport, as well as through indications in the control and management 
planes for setting up connections and provisioning. Classification can be based on fields in the packets 
and/or indications in control and management messages. (Source document: UC Framework 2013). 

Traffic Engineering: An operator or automaton with the express purpose of minimizing congestion in a 
network. It encompasses the application of technology and scientific principles to the measurement, 
modeling, characterization, and control of Internet traffic, and the application of such knowledge and 
techniques to achieve specific performance objectives specified in RFC 2702.  

Unified Capabilities (UC): The seamless integration of voice, video, and data services delivered 
ubiquitously across a secure and highly available network independent of technology infrastructure to 
provide increased mission effectiveness to the warfighter and business communities. Unified capabilities 
integrate standards-based communication and collaboration services including, but not limited to, the 
following:  

o Messaging.  
o Voice, video, and web conferencing.  
o Unified communication and collaboration applications or clients.  
 

These standards-based UC services are integrated with available enterprise applications, both business 
and warfighting. (Source document: UC Framework 2013). 

Video: That portion of a signal that is related to moving images. (Source document: UC Framework 2013). 

Video Teleconferencing (VTC): Two-way electronic form of communications that permits two or more 
people in different locations to engage in face-to-face audio and visual communication. Meetings, seminars, 
and conferences are conducted as if all the participants are in the same room. Video teleconferencing 
provides the capability to exchange and distribute combinations of voice, video, imagery, messages, files, 
and streams. (Source document: UC Framework 2013). 

Voice over IP (VoIP) System: A set of components required to provide Defense Switched Network (DSN) 
IP voice services from end instrument to DSN trunk, or IP phone to IP phone. The VoIP system includes, 
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but is not limited to, the IP telephony instrument, the local area network, the local session controller, and 
the IP gateway. (Source document: UC Framework 2013). 
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C.1 Introduction 
Army UC RA is based on the architectural principles derived from DoD UCR, DISA UC RA, and DoD IEA 
[1-16]. However, there some enhancements in this Army UC RA based on the fundamental net-centric 
principles and requirements for DoD or providing scalability, reliability, interoperability and economies-of-
scale as follows: 

 Open standard-based protocols/interfaces must be used between the functional entities for 
communications. 

 Call control functional entities that are used for establishment of sessions with single and/or 
multiple media with two or multiple parties must use open standard-based protocols/interfaces for 
communications with the RFC services. 

 Each application server should be geographically distributed, but act logically centralized from 
communications point of view. 

 
This Army UC RA has accommodated the above net-centric principles and requirements that are not the 
part of the present DISA UC RA. As a result, the Army UC RA has a modified APL that is different from the 
DISA UC RA APL (http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf ) 
for the following products: 

 WAN SS 

 MFSS 

 LSC 

 SCF 

 RFC Application Servers 

 Edge Boundary Controller (EBC) is enhanced to include data FW, and IDS, and IPS in addition to 
audio and video firewall functionalities when needed. 

 Chat, IM & Presence Applications Servers (when these applications are integrated with audio 
and/or Video) 

The OVs provided here also reflect the main modifications based on the above although the basic tenet all 
Army UC RA functional entities are being used from the DoD UCR Architecture [1] and DISA UC RA [15] 
document. All of the explanations of these OVs have been described in the main Army UC RA document. 

C.2 Operational Concept Graphic (OV-1) 

C.2.1 Army UC RA 

 

http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
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Figure C-1: Logical Operational Concept Graphic of Army UC RA 
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Figure C-2: High Level Functional Operational Concept Graphic of Army UC RANote:  The following 
functional entities are completely separated from those of the WAN SS, MFSS, or LSC: 

 SCF 

 RTC Services:  
o Voice & Video, Web Conferencing, Conferencing, Collaboration & Whiteboard, Media 

Bridging, Presence, IM & Chat, Unified Messaging, Calendaring & Scheduling,  E.164 
Number Mapping (ENUM), E.911 (Emergency Call), TCAP, Desktop SMS, MMS, Email, 
WAP, and Location Services (Fixed/Mobile) 

 Content Management 

 Records Management 

 Team Collaboration 

 BPM 

 Web 2.0,  

 Apps  

 Portals 

 Profiles 

 Search & Discovery 

 IA 
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C.2.2 Session Controller 

 

 
 

Figure C-3: Functional Operational Concept Graphic of MFSS 
 

Note: This operational concept graphic of MFSS is the same as that defined in DoD UCR 2008, Change 2, 
DoD UCR 2008, Change 3 [1], September 2011, and DISA UC RA, Version 1.1, February 2012 [15] except 
that Open Interfaces are shown between UC RTC Services and SCF. The following functional entities are 
completely separated from those of the WAN SS, MFSS, or LSC: 

 SCF 

 RTC Services:  
o Voice & Video, Web Conferencing, Conferencing, Collaboration & Whiteboard, Media 

Bridging, Presence, IM & Chat, Unified Messaging, Calendaring & Scheduling,  E.164 
Number Mapping (ENUM), E.911 (Emergency Call), TCAP, Desktop Sharing, SMS, MMS, 
Email, WAP, and Location Services (Fixed/Mobile)  
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Figure C-4: Functional Operational Concept Graphic of LSC that interfaces TDM and IP Network 
 

Note: This operational concept graphic of MFSS is the same as that defined in DoD UCR 2008, Change 2, 
DoD UCR 2008, Change 3 [1], September 2011, and DISA UC RA, Version 1.1, February 2012 [15] except 
that Open Interfaces are shown between UC RTC SCF. The following functional entities are completely 
separated from those of the WAN SS, MFSS, or LSC: 

 SCF 

 RTC Services: Voice & Video, Web Conferencing, Conferencing, Collaboration & Whiteboard, 
Media Bridging, Presence, IM & Chat, Unified Messaging, Calendaring & Scheduling,  E.164 
Number Mapping (ENUM), E.911 (Emergency Call), TACP, Desktop Sharing, SMS, MMS, Email, 
WAP, and Location Services (Fixed/Mobile) 
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Figure C-5: Functional Operational Concept Graphic of WAN SS 
 
Note: This operational concept graphic of MFSS is the same as that defined in DoD UCR 2008, Change 2, 
DoD UCR 2008, Change 3 [1], September 2011, and DISA UC RA, Version 1.1, February 2012 [15] except 
that Open Interfaces are shown between UC RTC Services and SCF. 
 
The following functional entities are completely separated from those of the WAN SS, MFSS, or LSC: 

 SCF 

 RTC Services:  
o Voice & Video, Web Conferencing, Conferencing, Collaboration & Whiteboard, Media 

Bridging, Presence, IM & Chat, Unified Messaging, Calendaring & Scheduling,  E.164 
Number Mapping (ENUM), E.911 (Emergency Call), TCAP, Desktop Sharing, SMS, MMS, 
Email, WAP, and Location Services (Fixed/Mobile) 
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Figure C-6: Functional Operational Concept Graphic of LSC that interfaces IP Network using only 
AS-SIP Call Control Protocol 

 

Note: This operational concept graphic of MFSS is the same as that defined in DoD UCR 2008, Change 2, 
DoD UCR 2008, Change 3 [1], September 2011, and DISA UC RA, Version 1.1, February 2012 [15] except 
that Open Interfaces are shown between UC RTC Services and SCF.  
 
The following functional entities are completely separated from those of the WAN SS, MFSS, or LSC: 

 SCF 

 RTC Services:  
o Voice & Video, Web Conferencing, Conferencing, Collaboration & Whiteboard, Media 

Bridging, Presence, IM & Chat, Unified Messaging, Calendaring & Scheduling,  E.164 
Number Mapping (ENUM), E.911 (Emergency Call), TCAP, Desktop Sharing, SMS, MMS, 
Email, WAP, and Location Services (Fixed/Mobile) 
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Figure C-7: Functional Operational Concept Graphic of LSC that interfaces IP Network using H.323 
and AS-SIP Call Control Protocol 

 
Note: This operational concept graphic of MFSS is the same as that defined in DoD UCR 2008, Change 2, 
DoD UCR 2008, Change 3 [1], September 2011, and DISA UC RA, Version 1.1, February 2012 [15] except 
that Open Interfaces are shown between UC RTC Services and SCF.  
 
The following functional entities are completely separated from those of the WAN SS, MFSS, or LSC: 

 SCF 

 RTC Services:  
o Voice & Video, Web Conferencing, Conferencing, Collaboration & Whiteboard, Media 

Bridging, Presence, IM & Chat, Unified Messaging, Calendaring & Scheduling,  E.164 
Number Mapping (ENUM), E.911 (Emergency Call), TCAP, Desktop Sharing, SMS, MMS, 
Email, WAP, and Location Services (Fixed/Mobile) 
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C.2.3 RTC Services 

 

 
 

Figure C-8: Functional Operational Concept Graphic of Army UC Reference Architecture for 
Services hosted by WAN SS-LSC and LSCs 

 

Note: This operational concept graphic of MFSS is the same as that defined in DoD UCR 2008, Change 2, 
DoD UCR 2008, Change 3 [1], September 2011, and DISA UC RA, Version 1.1, February 2012 [15] except 
that Open Interfaces are shown between UC RTC Services and SCF.  
 
The following functional entities are completely separated from those of the WAN SS, MFSS, or LSC: 

 SCF 

 RTC Services: Voice & Video, Web Conferencing, Conferencing, Collaboration & Whiteboard, 
Media Bridging, Presence, IM & Chat, Unified Messaging, Calendaring & Scheduling,  E.164 
Number Mapping (ENUM), E.911 (Emergency Call), TCAP, Desktop Sharing, SMS, MMS, Email, 
WAP, and Location Services (Fixed/Mobile) 
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Figure C-9: Functional Operational Concept Graphic of Army UC Reference Architecture for 
Services hosted by LSCs and Regional WAN SSs 

 

Note: This operational concept graphic of MFSS is the same as that defined in DoD UCR 2008, Change 2, 
DoD UCR 2008, Change 3 [1], September 2011, and DISA UC RA, Version 1.1, February 2012 [15] except 
that Open Interfaces are shown between UC RTC Services and SCF.  
 
The following functional entities are completely separated from those of the WAN SS, MFSS, or LSC: 

 SCF 

 RTC Services:  
o Voice & Video, Web Conferencing, Conferencing, Collaboration & Whiteboard, Media 

Bridging, Presence, IM & Chat, Unified Messaging, Calendaring & Scheduling,  E.164 
Number Mapping (ENUM), E.911 (Emergency Call), TCAP, Desktop Sharing, SMS, MMS, 
Email, WAP, and Location Services (Fixed/Mobile)  
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C.2.4 Service Control Function 

 

 
 
 

Figure C-10: Operational Concept Graphic of Open Protocol Standards used by SCF Entity for 
Communications with Application Servers and Session Controller (e.g. WAN SS, MFSS, or LSC) 

 
Note: This operational concept graphic of SCF is the same as that defined in DoD UCR 2008, Change 2, 

DoD UCR 2008, Change 3 [1], September 2011, and DISA UC RA, Version 1.1, February 2012 [15] except 
that Open Interfaces are shown between UC RTC Services and SCF 

 
AS-SIP = Assured Service – Session Initiation Protocol, SOAP = Simple Object Access Protocol, HTTP = 
HyperText Transport Protocol, LDAP = Lightweight Directory Access Protocol, SQL = Structured Query 

Language, RADIUS = Remote Authentication Dial In User Service, DIAMETER = (Acronym not spelled out 
in standard, but it is an enhanced version of RADIUS), WAP = Wireless Access Protocol, ITIP = iCalendar 

Transport Independent Interoperability Protocol, SMTP = Simple Mail Transfer Protocol, AAA = 
Authentication, Authorization, and Accounting, TCAP = Transaction Capabilities Application Part, ENUM = 

E.164 Number, IM = Instant Messaging, MMS = Multimedia Messaging Service, SMS = Short Message 
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Service, WAN SS = Wide Area Network SoftSwitch, MFSS = MultiFunction SoftSwitch, LSC = Local 
Session Controller 

 
Figure C-10 depicts that the SCF entity provides all services from all application servers (ASs) using only 
single AS-SIP protocol to the session controller like WAN SS, MFSS, or LSC while the individual AS may 
use AS-SIP and/or other protocols. The SCF acts as the service interworking through switching and routing 
different ASs where each one of them provides different services that may use the same or different 
protocols. The SCF mediates the interaction of application platforms with different technologies and 
protocols, and orchestrates multiple applications to support mixed service delivery, and creates a dynamic 
model for blending hybrid resources and services. It acts as if a virtual service controller, taking a single 
service request from a session controller (e.g. WAN SS, MFSS, or LSC) and directs multiple service 
requests to the application servers. It then aggregates the responses and sends a single response to the 
session controller (e.g. WAN SS, MFSS, or LSC).  
 
It can be seen that the SCF coordinates multiple applications in a single session, combines and brokers 
technologies, and manages individual features and personal preferences. It mediates between application 
servers and the session controller (e.g. WAN SS, MFSS, or LSC), intercepting a single service request and 
directing it to multiple application servers. Acting as a virtual SIP server, it collates the responses from the 
application servers and sends the session-treatment information back to the session controller (e.g. WAN 
SS, MFSS, or LSC). This ability to manage the interaction of multiple applications as a single session 
enables warfighters to deliver rich multimedia service bundles optimizing the service delivery. 
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C.3 Operational Activity Decomposition (OV-5a) 

C.3.1 RTC Services: Conferencing – First Level Decomposition 
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Video Conferencing with Data 
Collaboration

A1
Provide 

Authentication

A5
Provide QOS

A6
Provide Call Control 

Services

A2
Provide 

Authorization and 
Access Control

A4
Enforce Policy

A7
Provide 

Connectivity

A8
Provide Net 

Management

A3
Provide Network 
Edge/Boundary 

Services

A1
Provide 

Authentication

A11
Authenticate Entity 

(User)

A12
Maintain 

Authentication 
Status

A13
Calculate Assurance 

Level

A14
Formulate 

Authentication 
Decision

A2
Provide 

Authorization and 
Access Control

A21
Identify Pertinent 

Decision 
Parameters

A22
Authenticate 

Requestor

A23
Obtain Needed 
Access Decision 

Parameters

A24
Complete Access 

Decision

(a)

(b)
(c)

 
Figure C-11: First-Level A0 Activity Decomposition Example for Audio and Video Conferencing with 

Data Collaboration – (a) Higher A0 Level Acidity Decomposed into Lower A1 Level Activities, (b) 
Second Level A1 Activity Decomposed into Lower A11 Level Activities and (b) Second Level A2 

Activity Decomposed into Lower A21 Level Activities 
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C.3.2 RTC Services: Conferencing – Second Level Decomposition 
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Figure C-12: Second-Level A3 - A8 Activity Decomposition Example for Audio and Video 
Conferencing with Data Collaboration Operational Activity Decomposition – (a) A3 “Provide 
Network Edge/Boundary Services” Activity Decomposition, (b) A4 “Enforce Policy” Activity 
Decomposition, (c) A5 “Provide QOS” Activity Decomposition, (d) A6 “Provide Call Control 

Services” Activity, (e) A7 “Provide Connectivity” Activity Decomposition, and (f) A8 “Provide Net 
Management” Activity Decomposition 
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C.4 Event-Trace Description (OV-6c) 

C.4.1 Point-to-Point Audio/Video/Data Conference Call 
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Figure C-13: Assured Point-to-Point Audio/Video/Data Conference Call 
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C.4.2 Point-to-MultiPoint Centralized Audio/Video/Data Conferencing 
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Figure C-14: Assured Point-to-MultiPoint Centralized Audio/Video/Data Conferencing 
 
  



CIO/G-6 Reference Architecture Series 

 
    Page 20 of 21 

 
 Appendix C OV-1 OV6c Army UC RA 

 

C.4.3 Point-to-Point IM/Chat 
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Figure C-15: Assured Point-to-Point IM/Chat Communications 
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Appendix D: Army UC RA StdV-1, StdV-2 Technical Standards Profiles 
 

Standard ID Standard Title 

Is the 
Standard 
in DISR 
online? 

Stat
us 

DISR Standard 
ID 

 
AMERICAN NATIONAL STANDARDS 
INSTITUTE DOCUMENTATION    

T1.101-1987 
Synchronization Interface Standards for Digital 
Networks, 1987. No   

T1.102-1993 
Digital Hierarchy – Electrical Interfaces, 
December 1993. No   

T1.102-1999 Digital Hierarchy – Electrical Interfaces, 1999. No   

T1.105-2001 
SONET – Basic Description including Multiplex 
Structure, Rates, and Formats, May 2001. No   

T1.105.1-2000 SONET – Automatic Protection, Revised 2005 No   

T1.105.03-1994 
SONET – Jitter Network Interfaces, Revised 
2008. No   

T1.105.03-2003 
SONET – Jitter Network Interfaces, Revised 
2008. No   

T1.105.06-2002 
SONET – Physical Layer Specifications, Revised 
2007. No   

T1.107-2002 
Digital Hierarchy – Formats Specifications, 
Revised 2006. No   

T1.111 SS7 – MTP, 2001. No   

T1.112 SS7 – SCCP, 2001. No   

T1.113 SS7) ISDN User Part, 1995. No   

T1.113-2000 

SS7 ISDN User Part (Revision of T1.113-1995; 
includes two Supplements: T1.113a-2000 and 
T1.113b-2001). No   

T1.113.3 SS7 – Signaling Link. No   

T1.114-2000 SS7 – TCAP, 2000. No   

T1.231-1993 
Digital Hierarchy - Layer 1 In-Service Digital 
Transmission Performance Monitoring, 1993. No   

T1.231.01-2003 
DSL – Layer 1 In-Service Digital Transmission 
Performance Monitoring, Revised 2007. No   

T1.403-1999 
Network to Customer Installation Interfaces – 
DS1 Electrical Interface, Revised 2007. No   
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T1.404-2002 

Network and Customer Installation Interfaces – 
DS3 Metallic Interface Specification (Revision 
and Consolidation of T1.404-1994 and T1.404a-
1996), Revised 2006. No   

T1.523-2000 Telecom Glossary 2000. No   

T1.601-1999 

ISDN Basic Access Interface for Use on Metallic 
Loops for Application at the Network Side of NT, 
Layer 1 Specification. No   

T1.602 

Data Link Layer Signalling Specification for 
Application at the User-Network Interface, 
February 2000. No   

T1.605-1991 
(1999) 

ISDN Basic Access Interface for S and T 
Reference Points and Layer 1 Specification. No   

T1.607-1998 
ISDN Layer 3 Signaling Specifications for Circuit 
Switched Bearer Service for DSS1. No   

T1.613-1992 ISDN Call Waiting Supplementary Service. No   
T1.615-1992 
(R1999) DSS1-Layer 3 Overview. No   
T1.616-1992 ISDN Call Hold Supplementary Service. No   

T1.619-1992 
(R2005) 

ISDN – MLPP Service Capability, February 1992, 
Reaffirmed 2005 No   

T1.619a-1994 
(R1999) 

ISDN – MLPP Service Capability (MLPP Service 
Domain and Cause Changes), July 1994, 
Reaffirmed 1999. No   

T1.621-1992 
ISDN User-to-User Signaling Supplementary 
Service. No   

T1.632-1993 
ISDN Normal Call Transfer Supplementary 
Service. No   

T1.642-1993 ISDN Call Deflection Supplementary Service. No   

T1.643-1995 
ISDN Explicit Call Transfer Supplementary 
Service. No   

T1.646-1995 

Broadband ISDN – Physical Layer Specification 
for User-Network Interfaces including DS1/ATM, 
Supersedes ANSI T1.624-1993), 1995. No   

T1.647-1995 ISDN Conference Calling Supplementary Service. No   

T1.679-2004 

Interworking between SIP and Bearer 
Independent Call Control or ISDN User Part, 
June 2004. No   
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T1.801.01 

Digital Transport of Video 
Teleconferencing/Video Telephony Signals 
Video Test Scenes for Subjective and Objective 
Performance Assessment,” November 1995. No   

T1.801.02 

Digital Transport of Video Teleconferencing/ 
Video Telephony Signals Performance Terms, 
Definitions and Examples, May 1996. No   

T1.801.03 

Digital Transport of One-Way Signals - 
Parameters for Objective Performance 
Assessment, February 1996. No   

T1.801.04 

Multimedia Communications Delay, 
Synchronization, and Frame Rate Measurement, 
1997. No   

ANSI/TIA-1057 
Link Layer Discovery Protocol for Media 
Endpoint Devices, April 2006. No   

T1X1.3/94-
001R5 Jitter Measurement Methodology. No   

T11 FC-BB-5 FC-BB-5, Revision 2.00, 4 June 2009. No   
X3.230 See ANSI INCITS 230-1994. No   

X3.296 
Information Technology – SBCON Architecture, 
Replaces ANSI X3.296-1997. No   

X3.297 FC-PH-2, 1997. No   

X3.303 FC-PH-3, 1997. No   

INCITS 230-
1994 

Information Technology - FC-PH - Amendment 2 
(supplement to ANSI X3.230-1994) (formerly 
ANSI X3.230-1994/AM 2-1999). No   

INCITS 374-
2003 Information Technology – FC-SB-3, 2003. No   

ANSI/TIA-810-B 

Telecommunications – Telephone Terminal 
Equipment – Transmission Requirements for 
Narrowband Voice over IP and Voice over PCM 
Digital Wireline Telephones, SP-3-4352-RV2 (to 
become ANSI/TIA-810-B). No   

 
AMERICAN SOCIETY OF MECHANICAL 
ENGINEERS    

ASME Y14.24 
“Types and Applications of Engineering 
Drawings,” 01 January 1999, Reaffirmed 2009. No   

ASME Y14.34M “Associated Lists,” 2008. No   

ASME Y14.35M 
“Revision of Engineering Drawings and 
Associated Documents.” 1997, Reaffirmed 2008. No   
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ASME Y14.100 
“Engineering Drawing Practices,” 2004, 
Reaffirmed 2009. No   

 
BRITISH STANDARDS INSTITUTE 
DOCUMENTATION    

BS EN 60950-
1:2006 

“Information technology equipment. Safety. 
General requirements,” August 6, 2006. No   

 
CHAIRMAN OF THE JOINT CHIEFS OF STAFF 
DOCUMENTATION    

 

CJCS Standing Execute Order for Computer 
Network Attack and Computer Network 
Defense, 20 January 2004.    

CJCSI 3170.01G 

“Joint Capabilities Integration and Development 
System,” 1 March 2009, 
http://www.dtic.mil/cjcs_directives/cdata/unli
mit/3170_01.pdf. No   

CJCSI 6211.02C 

“DISN: Policy and Responsibilities,” 9 July 2008, 
http://www.dtic.mil/cjcs_directives/cdata/unli
mit/6211_02.pdf. No   

CJCSI 6212.01E 

“Interoperability and Supportability of 
Information Technology and National Security 
Systems,” 15 December 2008, 
http://www.dtic.mil/cjcs_directives/cdata/unli
mit/6212_01.pdf. No   

CJCSI 6215.01C 

“Policy for DoD Voice Networks with RTS,” 9 
November 2007, 
http://www.dtic.mil/cjcs_directives/cdata/unli
mit/6215_01.pdf. No   

CJCSI 6215.02A 

“Policy, Responsibilities, Processes, and 
Administration for the Department of Defense 
Global Information Grid Networks,” 31 July 
2004. No   

CJCSI 6510.01E “IA and CND,” 15 June 2004. No   

CJCSI 6510.01E 

“IA and CND,” 15 August 2007, 
http://www.dtic.mil/cjcs_directives/cdata/unli
mit/6510_01.pdf. No   

CJCSM 
3150.07A 

“Joint Reporting Structure Status 
Communications,” 19 April 19 2001, 
http://www.dtic.mil/doctrine/jel/cjcsd/cjcsm/m
315007a.pdf. No   

CJCSM 
3500.04C 

“UJTL,” Version 4.0, 1 July 2002, 
http://www.dtic.mil/doctrine/jel/cjcsd/cjcsm/m
350004c.pdf. No   
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CJCSM 
6231.01C 

“Manual for Employing Joint Communications 
Systems: Joint Tactical Systems Management,” 
20 June 2003. No   

CJCSM 6231.02 

“Manual for Employing Joint Tactical 
Communications Systems, Joint Voice 
Communications Systems,” 01 August 1998. No   

CJCSM 6510.01 

“Defense in Depth: IA and CND,” 25 March 
2003, Change 1, 10 August 2004, and Change 2, 
26 January 2006. No   

 DOD DIRECTIVES    

DoDD C-3222.5 
(SECRET) “EMC Management Program for 
SIGINT Sites (U),” 22 April 1987. No   

DoDD 4630.05 

“Interoperability and Supportability of IT NSS,” 5 
May 2005, Certified Current as of 23 April 2007, 
http://www.dtic.mil/whs/directives/corres/pdf/
463005p.pdf. No   

DoDD 5000.01 
“The Defense Acquisition System,” 12 May 
2003, Certified current as of 20 November 2007. No   

DoDD 5144.1 

“Assistant Secretary of Defense for Networks 
and Information Integration/DoD Chief 
Information Officer (ASD(NII)/DoD CIO),” May 2, 
2005 No   

DoDD 5200.28 
“Security Requirements for AISs,” 21 March 
1988. No   

DoDD 8000.01 

“Management of the Department of Defense 
Information Enterprise,” 10 February 2009, 
http://www.dtic.mil/whs/directives/corres/pdf/
800001p.pdf. No   

DoDD 8100.1 
“GIG Overarching Policy,” 19 September 2002, 
Certified Current as of 21 November 2003. No   

DoDD 8115.01 
“Information Technology Portfolio 
Management,” 10 October 2005. No   

DoDD 8260.1 
“Data Collection, Development, and 
Management,” 6 December 2002. No   

DoDD 8320.02 

“Data Sharing in a Net-Centric Department of 
Defense,” 2 December 2004, Certified Current 
as of 23 April 2007, 
http://www.dtic.mil/whs/directives/corres/pdf/
832002p.pdf. No   

DoDD 8500.01E 

“IA,” October 24, 2002, Certified Current as of 
April 23, 2007, 
http://www.dtic.mil/whs/directives/corres/pdf/
850001p.pdf. No   
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DoDD 8500.2 
“Information Assurance Implementation,” 6 
February 2003. No   

DoDD 8520.1 “Protection of SCI,” December 20, 2001 No   

DoDD O-8530.1 (FOUO) “CND,” 8 January 2001. No   

DoDD O-8530.2 (FOUO) “CND,” 1 April 2004. No   

DoDD 8570.01 

“Information Assurance Training, Certification, 
and Workforce Management, 15 August 2004, 
Certified Current as of 23 April 2007, 
http://www.dtic.mil/whs/directives/corres/pdf/
857001p.pdf. No   

 DOD INSTRUCTIONS    

DoDI 4630.8 
“Procedures for Interoperability and 
Supportability of IT and NSS,” 30 June 2004. No   

DoDI 5000.02 
“Operation of the Defense Acquisition System,” 
8 December 2008. No   

DoDI 5200.40 
“DITSCAP,” 30 December 1997. Issuance 
cancelled by: DoDI 8510.01. No   

DoDI 8100.04 “DoD Unified Capabilities,” December 2010. No   

DoDI 8260.01 
“Support for Strategic Analysis,” 11 January 
2007. No   

DoDI 8410.02 “NetOps for the GIG,” 19 December 2008. No   

DoDI 8500.2 “IA Implementation,” 6 February 2003. No   

DoDI 8510.01 “DIACAP,” 28 November 2007. No   

DoDI 8551.1 

“PPSM,” 13 August 2004, 
http://www.dtic.mil/whs/directives/corres/pdf/
855101p.pdf. No   

DoDI 8552.01 
“Use of Mobile Code Technologies in DoD 
Information Systems,” 23 October 2006 No   

 ELECTRONICS INDUSTRIES ALLIANCE    

EIA/TIA-232-E 

“Interface Between Data Terminal Equipment 
and Data Circuit-Terminating Equipment 
Employing Serial Binary Data Interchange,” 
(superseded by TIA-232-F), January 1991. No   
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EIA/TIA-530-A 

“High Speed 25-Position Interface for Data 
Terminal Equipment and Data Circuit-
Terminating Equipment, Including Alternative 
26-Position Connector,” ANSI/TIA/EIA-530-A-92) 
(R98) (R2003), June 1992. Yes M TIA/EIA 530-A 

EIA-170-A 

“Electrical Performance Standards Monochrome 
Television Studio Facility, with Revision IET NTS 
1 Color Television Studio Picture Line Amplifier 
Output Drawing,” November 1977. No   

EIA-310-C 
“19-inch rack mounting equipment 
specification.” No   

EIA-366-A 

“Interface Between Data Terminal Equipment 
and Automatic Calling Equipment for Data 
Communication,” March 1979. No   

EIA-422-B 
“Electrical Characteristics of Balanced Voltage 
Digital Interface Circuits,” 1994 No   

EIA-449-1 

“General Purpose 37-Position and 9-Position 
Interface for Data Terminal Equipment and Data 
Circuit-Terminating Equipment Employing Serial 
Binary Data Interchange,” January 2000. No   

EIA-530 

“Interconnection of DTE and DCE Employing 
Serial Binary Data Interchange with Control 
Information Exchanged on Separate Control 
Circuits.” No   

 ETSI DOCUMENTATION    

EN 50022 
“Specification for low voltage switchgear and 
controlgear for industrial gear,” 1977 No   

EN 50082, ETS-
FN-50022 

“Electromagnetic compatibility. Generic 
immunity standard. Residential, commercial and 
light industry,” January 1998. No   

ETS 300 019 

“Equipment Engineering (EE); Environmental 
conditions and environmental tests for 
telecommunications equipment,” 1994. No   

EN 300 386 
“ERM; Telecommunication network equipment; 
EMC requirements,” Version 1.5.1, May 2010. No   

TS 102 165-1 

“Telecommunications and Internet Converged 
Services and Protocols for Advanced Networking 
(TISPAN) – Methods and protocols; Part 1: 
Method and Proforma for Threat, Risk, 
Vulnerability Analysis,” Version 4.2.1, December 
2006. No   
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TS 102 165-2 

“Telecommunications and Internet converged 
Services and Protocols for Advanced Networking 
(TISPAN); Methods and protocols;; Part 2: 
Protocol Framework Definition; Security 
Counter Measures,” Version 4.2.1, February 
2007 No   

TS 183 029 

Telecommunications and Internet Converged 
Services and Protocols for Advanced Networking 
(TISPAN); PSTN/ISDN simulation services: 
Explicit Communication Transfer (ECT); Protocol 
specification, Version 2.6.0, June 2008 No   

 
FEDERAL INFORMATION PROCESSING 
STANDARDS PUBLICATIONS    

FIPS PUB 140-2 

U.S. Department of Commerce/National 
Institute of Standards and Technology, “Security 
Requirements for Cryptographic Modules,” 25 
May 2001. No   

FIPS PUB 186-2 

U.S. Department of Commerce/National 
Institute of Standards and Technology, “Digital 
Signature Standard (DSS),” 27 January 2000. No   

FIPS PUB 197 

Federal Information Processing Standards 
Publication 197, “Advanced Encryption Standard 
(AES),” 26 November 2001. No   

 

INSTITUTE OF ELECTRICAL AND 
ELECTRONICS ENGINEERS, INC. 
DOCUMENTATION    

455-1985 

IEEE Standard for Standard Test Procedure for 
Measuring Longitudinal Balance of Telephone 
Equipment Operating in the Voice Band, 1 
January 2001 No   

802.1p 

IEEE Standard for Traffic Class Expediting and 
Dynamic Multicast Filtering (published in 
802.1D-1998). No   

802.1AB-2009 

IEEE Standard for Station and Media Access 
Control Connectivity Discovery, 11 September 
2009. No   

802.1AX-2008 

IEEE Standard for IEEE Standard for Local and 
Metropolitan Area Networks – Link Aggregation, 
2008. No   

802.1D™-2004 

IEEE Standard for Local and Metropolitan Area 
Networks: Media Access Control (MAC) Bridges, 
June 2004. Yes M 

IEEE Std. 
802.1D:2004 

802.1Q™-1998 

IEEE Standards for Local and Metropolitan Area 
Networks: Virtual Bridged Local Area Networks, 
1 January 1998. No   
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802.1Q™-2003 

IEEE Standards for Local and Metropolitan Area 
Networks: Virtual Bridged Local Area Networks, 
2003. No   

802.1Qau 

IEEE Standard for Local and Metropolitan Area 
Networks—Virtual Bridged Local Area Networks 
– Amendment: 10: Congestion Notification, 15 
September 2006.  No   

802.1Qaz 

IEEE Standard for Local and Metropolitan Area 
Networks—Virtual Bridged Local Area Networks 
– Amendment: Enhanced Transmission 
Selection, 27 March 2008. No   

802.1Qbb 

IEEE Standard for Local and Metropolitan Area 
Networks—Virtual Bridged Local Area Networks 
– Amendment: Priority-based Flow Control, 27 
March 2008 No   

802.1s 

IEEE Standard for Local and Metropolitan Area 
Networks: Multiple Spanning Trees, 2003. 
(Merged into 802.1Q-2003). No   

802.1w 

IEEE Standard for Local and Metropolitan Area 
Networks: Rapid Reconfiguration of Spanning 
Tree, 2003. (Merged into 802.1D-2004). No   

802.1X™-2001 

IEEE Standard for Local and Metropolitan Area 
Networks: Port Based Network Access Control, 
2001. Yes M IEEE 802.1X 

802.1X™-2004 

IEEE Standard for Local and Metropolitan Area 
Networks: Port Based Network Access Control, 
2004. Yes M 

IEEE 
802.1X:2004 

802.3™-1993 

IEEE Standard for information technology—
Telecommunications and information exchange 
between systems—Local and metropolitan area 
networks—Part 3: Carrier sense multiple access 
with collision detection (CSMA/CD) access 
method and physical layer specifications, 1993. No   

802.3™-2008 

IEEE Standard for Information technology—
Telecommunications and information exchange 
between systems—Local and metropolitan area 
networks—Specific requirements Part 3: Carrier 
Sense Multiple Access with Collision Detection 
(CSMA/CD) Access Method and Physical Layer 
Specifications, 26 December 2008. Yes M 

IEEE 802.3-
2008 
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802.3i 

IEEE Standard for information technology—
Telecommunications and information exchange 
between systems—Local and metropolitan area 
networks—Part 3: Carrier sense multiple access 
with collision detection (CSMA/CD) access 
method and physical layer specifications: 
10BASE-T 10 Mbit/s (1.25 MB/s) over twisted 
pair, 1990. No   

802.3u-1995 

IEEE Standard for information technology—
Telecommunications and information exchange 
between systems—Local and metropolitan area 
networks—Part 3: Carrier sense multiple access 
with collision detection (CSMA/CD) access 
method and physical layer specifications: 
100BASE-TX, 100BASE-T4, 100BASE-FX Fast 
Ethernet at 100 Mbit/s (12.5 MB/s) 
w/autonegotiation, 1995. No   

802.3x-1997 

IEEE Standard for information technology—
Telecommunications and information exchange 
between systems—Local and metropolitan area 
networks—Part 3: Carrier sense multiple access 
with collision detection (CSMA/CD) access 
method and physical layer specifications: Full 
Duplex and flow control, 1997. No   

802.3z-1998 

IEEE Standard for information technology—
Telecommunications and information exchange 
between systems—Local and metropolitan area 
networks—Part 3: Carrier sense multiple access 
with collision detection (CSMA/CD) access 
method and physical layer specifications: 
1000BASE-X Gbit/s Ethernet over Fiber-Optic at 
1 Gbit/s (125 MB/s), 1998. No   

802.3ab-1999 

IEEE Standard for information technology—
Telecommunications and information exchange 
between systems—Local and metropolitan area 
networks—Part 3: Carrier sense multiple access 
with collision detection (CSMA/CD) access 
method and physical layer specifications: 
1000BASE-T Gbit/s Ethernet over twisted pair at 
1 Gbit/s (125 MB/s), 1999. No   
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802.3ad-2000 

IEEE Standard for information technology—
Telecommunications and information exchange 
between systems—Local and metropolitan area 
networks—Part 3: Carrier sense multiple access 
with collision detection (CSMA/CD) access 
method and physical layer specifications: Link 
aggregation for parallel links, 2000. No   

802.3ae-2003 

IEEE Standard for information technology—
Telecommunications and information exchange 
between systems—Local and metropolitan area 
networks—Part 3: Carrier sense multiple access 
with collision detection (CSMA/CD) access 
method and physical layer specifications: 10 
Gbit/s (1,250 MB/s) Ether over fiber; 10GBASE-
SR, 10GBASE-LR, 10GBASE-ER, 10GBASE-SW, 
10GBASE-LW, 10GBASE-EW, 2003. No   

802.3ah-2004 

IEEE Standard for information technology—
Telecommunications and information exchange 
between systems—Local and metropolitan area 
networks—Part 3: Carrier sense multiple access 
with collision detection (CSMA/CD) access 
method and physical layer specifications: Media 
Access Control Parameters, Physical layers, and 
Management Parameters for Subscriber Access 
Networks, 2004. No   

802.11™-2007 

IEEE Standard for information technology—
Telecommunications and information exchange 
between systems—Local and metropolitan area 
networks—Specific requirements—Part 11: 
Wireless LAN Medium Access Control (MAC) and 
Physical Layer (PHY) Specifications, June 2007. Yes M 

IEEE 802.11-
2007 

802.11b 

Supplement to IEEE Standard for Information 
technology—Telecommunications and 
information exchange between systems—Local 
and metropolitan area networks—Specific 
requirements—Part 11: Wireless LAN Medium 
Access Control (MAC) and Physical Layer (PHY) 
specifications: Higher-Speed Physical Layer 
Extension in the 2.4 GHz Band, June 2003. No   
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802.11e 

Supplement to IEEE Standard for Information 
technology—Telecommunications and 
information exchange between systems—Local 
and metropolitan area networks—Specific 
requirements—Part 11: Wireless LAN Medium 
Access Control (MAC) and Physical Layer (PHY) 
specifications: Wireless LAN for Quality of 
Service, June 2003. No   

Standard ID Standard Title 

Is the 
Standard 
in 
DISRonli
ne? 

Stat
us 

DISR Standard 
ID 

802.11e-2005 

Supplement to IEEE Standard for Information 
technology—Telecommunications and 
information exchange between systems—Local 
and metropolitan area networks—Specific 
requirements—Part 11: Wireless LAN Medium 
Access Control (MAC) and Physical Layer (PHY) 
specifications: Amendment 8, Medium Access 
Control (MAC) Quality of Service Enhancements, 
9 February 2006. No   

802.11h 

Supplement to IEEE Standard for Information 
technology—Telecommunications and 
information exchange between systems—Local 
and metropolitan area networks—Specific 
requirements—Part 11: Wireless LAN Medium 
Access Control (MAC) and Physical Layer (PHY) 
specifications: Amendment 5, 29 December 
2003. No   

802.11i 

Supplement to IEEE Standard for Information 
technology—Telecommunications and 
information exchange between systems—Local 
and metropolitan area networks—Specific 
requirements—Part 11: Wireless LAN Medium 
Access Control (MAC) and Physical Layer (PHY) 
specifications: Amendment 6, Medium Access 
Control (MAC), 14 February 2005. No   

802.11g 

Supplement to IEEE Standard for Information 
technology—Telecommunications and 
information exchange between systems—Local 
and metropolitan area networks—Specific 
requirements—Part 11: Wireless LAN Medium 
Access Control (MAC) and Physical Layer (PHY) 
specifications: Amendment 4: Further Higher 
Data Rate Extension in the 2.4 GHz Band, June No 
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2003. 

802.16™-2004 

IEEE Standard for Local and metropolitan area 
networks—Part 16: Air Interface for Fixed 
Broadband Wireless Access Systems, 1 October 
2004. Yes M 

IEEE 802.16-
2004 

802.16d™ 

Standard for Amendment to IEEE Standard for 
Local and metropolitan area networks—Part 16: 
Air Interface for Fixed Broadband Wireless 
Access Systems – Detailed System Profiles for 2-
11 GHz, 11 December 2002. No   

802.16e™ 

IEEE Standard for Local and metropolitan area 
networks— Part 16: Air Interface for Fixed and 
Mobile Broadband Wireless Access Systems, 
Amendment 2: Physical and Medium Access 
Control Layers for Combined Fixed and Mobile 
Operation in Licensed Bands and Corrigendum 
1, 28 February 2006. No   

802.17-2004 

IEEE Standard for Information Technology—
Telecommunications and Information Exchange 
Between Systems—Local and Metropolitan Area 
Networks—Specific Requirements—Part 17: 
Resilient Packet Ring (RPR) Access Method and 
Physical Layer Specifications, 24 September 
2004. No   

 
INTERNATIONAL TELECOMMUNICATION 
UNION DOCUMENTATION    

E.164 

ITU-T Recommendation E.164, “The 
International Public Telecommunication 
Numbering Plan,” Geneva, Switzerland, 2005. No   

G.107 

ITU-T Recommendation G.107, “The E-model: a 
computational model for use in transmission 
planning,” Geneva, Switzerland, April 2009. No   

G.165 

ITU-T Recommendation G.165, “Echo 
cancellers,” Geneva, Switzerland, November 
1988 No   

G.168 

ITU-T Recommendation G.168, “Digital network 
echo cancellers,” Geneva, Switzerland, January 
2007. No   

G.651 

ITU-T Recommendation G.651, “Characteristics 
of a 50/125 μm multimode graded index optical 
fibre cable,” February 1998. No   

G.651.1 

ITU-T Recommendation G.651.1, 
“Characteristics of a 50/125 μm multimode 
graded index optical fibre cable for the optical 
access network,” Geneva, Switzerland, July 2007 No   
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G.652 

ITU-T Recommendation G.652, “Characteristics 
of a single-mode optical fibre and cable,” 
Geneva, Switzerland, June 2005. No   

G.655 

ITU-T Recommendation G.655, “Characteristics 
of a non-zero dispersion-shifted single-mode 
optical fibre and cable,” Geneva, Switzerland, 
March 2006. No   

G.691 

ITU-T Recommendation G.691, “Optical 
interfaces for single channel STM-64 and other 
SDH systems with optical amplifiers,” Geneva, 
Switzerland, March 2006. No   

G.693 

ITU-T Recommendation G.693, “Optical 
interfaces for intra-office systems,” Geneva, 
Switzerland, May 2006. No   

G.694.1 

ITU-T Recommendation G.694.1, “Spectral grids 
for WDM applications: DWDM frequency grid,” 
Geneva, Switzerland, 2002. Yes M ITU-T G.694.1 

G.703 

ITU-T Recommendation G.703, 
“Physical/Electrical Characteristics of 
Hierarchical Digital Interfaces at 1544, 2048, 
8448, and 44736 kbit/s Hierarchical Levels,” 
2001. Yes M ITU-T G.703 

G.704 

ITU-T Recommendation G.704, “Series G: 
Transmission Systems and Media, Digital 
Systems and Networks—Digital transmission 
systems – Terminal equipments – General 
Synchronous frame structures used at 1544, 
6312, 2048, 8448 and 44 736 kbit/s hierarchical 
levels,” October 1998. Yes M ITU-T G.704 

G.707/Y.1322 ITU-T Recommendation G.707/Y.1322, 
“Network node interface for the synchronous 
digital hierarchy (SDH),” Geneva, Switzerland, 
January 2007. 

Yes M ITU-T 
G.707/Y.1322:
2007 

G.709/Y.1331 

ITU-T Recommendation G.709/Y.1331, 
“Network node interface for the optical 
transport network (OTN),” Geneva, Switzerland, 
March 2003. No 

  

G.711 

ITU-T Recommendation G.711, “General Aspects 
of Digital Transmission Systems, Terminal 
Equipments, Pulse code modulation (PCM) of 
voice frequencies,” Geneva, Switzerland, 
November 1988. Yes M ITU-T G.711 

G.722 

ITU-T Recommendation G.722, “7 kHz audio-
coding within 64 kbit/s,” Geneva, Switzerland, 
November 1988. No   
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G.723.1 

ITU-T Recommendation G.723.1, “Dual rate 
speech coder for multimedia communications 
transmitting at 5.3 and 6.3 kbit/s,” Geneva, 
Switzerland, May 2006. No   

G.726 

ITU-T Recommendation G.726, “32 kbps 
Adaptive Differential Pulse Code Modulation 
(ADPCM),” Geneva, Switzerland, December 
1990. No   

G.728 

ITU-T Recommendation G.728, “Coding of 
speech at 16 kbit/s using low-delay code excited 
linear prediction,” Geneva, Switzerland, 
September 1992. Yes M ITU-T G.728 

G.729 

ITU-T Recommendation G.729, “Coding of 
speech at 8 kbit/s conjugate-structure algebraic-
code-excited linear prediction (CS-ACELP),” 
Geneva, Switzerland, March 1996, plus Erratum 
1, April 2006, and Annexes A through J, and 
Appendices I, II, and III. No   

G.729.1 

ITU Recommendation G.729.1 (2006) 
Amendment 1, “New Annex A on G.729.1 usage 
in H.245, plus corrections to the main body and 
updated test vectors,” Geneva, Switzerland, 
January 2007. This corrigendum was never 
published, its content having been included in 
the published ITU-T Recommendation G.729.1 
(2006) No   

G.729.1 

ITU Recommendation G.729.1 (2006), “G.729 
based Embedded Variable bit-rate codor: An 8-
32 kbit/s scalable wideband coder bit stream 
interoperable with G.729,” Geneva, Switzerland, 
May 2006. This edition includes the 
modifications introduced by G.729.1 (2006) 
Amd. 1 approved on 13 January 2007, and 
G.729.1 (2006) Amd. 2 approved on 13 February 
2007. 

No   

G.732 

ITU-T Recommendation G.732, “Characteristics 
of primary PCM multiplex equipment operating 
at 2048 kbit/s,” Geneva, Switzerland, November 
1988. No   

G.783 

ITU-T Recommendation G.783, “Characteristics 
of synchronous digital hierarchy (SDH) 
equipment functional blocks,” Geneva, 
Switzerland, March 2006. No   
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G.811 

ITU-T Recommendation G.811, “Timing 
characteristics of primary reference clocks,” 
1997 No   

G.825 

ITU-T Recommendation G.825, “The control of 
jitter and wander within digital networks which 
are based on the synchronous digital hierarchy 
(SDH),” Geneva, Switzerland, March 2003. No   

G.826 

ITU-T Recommendation G.826, “End-to-end 
error performance parameters and objectives 
for international, constant bit-rate digital paths 
and connections,” Geneva, Switzerland, 
December 2002. No   

G.829 

ITU-T Recommendation G.829, “Error 
performance events for SDH multiplex and 
regenerator sections,” Geneva, Switzerland, 
December 2002. No   

G.842 

ITU-T Recommendation G.842, “Interworking of 
SDH network protection architectures,” Geneva, 
Switzerland, April 1997. No   

G.872 

ITU-T Recommendation G.872, “Architecture of 
optical transport networks,” Geneva, 
Switzerland, November 2001. No   

G.957 

ITU-T Recommendation G.957, “Optical 
interfaces for equipments and systems relating 
to the synchronous digital hierarchy,” Geneva, 
Switzerland, March 2006. No   

G.958 

ITU-T Recommendation G.958, “Digital line 
systems based on the synchronous digital 
hierarchy for use on optical fibre cables.” 
[Withdrawn] No   

G.991.1 

ITU-T Recommendation G.991.1, “High bit rate 
digital subscriber line (HDSL) transceivers,” 
1998. No   

G.991.2 

ITU-T Recommendation G.991.2, “Single-pair 
high-speed digital subscriber line (SHDSL) 
transceivers,” 1998. No   

G.992.1 

ITU-T Recommendation G.992.1, “Asymmetric 
digital subscriber line (ADSL) transceivers,” 
1999. No   

G.992.2 

ITU-T Recommendation G.992.2, “Splitterless 
asymmetric digital subscriber line (ADSL) 
transceivers,” 1999. No   

G.992.3 

ITU-T Recommendation G.992.2, “Asymmetric 
digital subscriber line transceivers 2 (ADSL2),” 
2009. No   
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G.992.4 

ITU-T Recommendation G.992.4, “Splitterless 
asymmetric digital subscriber line transceivers 2 
(splitterless ADSL2),” 2002. No   

G.992.5 

ITU-T Recommendation G.992.5, “Asymmetric 
digital subscriber line (ADSL) transceivers – 
Extended bandwidth ADSL2 (ADSL2plus),” 2009 No   

G.993.1 

ITU-T Recommendation G.993.1, “Very high 
speed digital subscriber line transceivers 
(VDSL),” 2004. No   

G.993.2 

ITU-T Recommendation G.993.2, “Very high 
speed digital subscriber line transceivers 2 
(VDSL2),” 2006. No   

G.998.1 
ITU-T Recommendation G.993.2, “ATM-based 
multi-pair bonding,” 2005. No   

G.998.2 
ITU-T Recommendation G.993.2, “Ethernet-
based multi-pair bonding,” 2005. No   

G.998.3 

ITU-T Recommendation G.993.2, “Multi-pair 
bonding using time-division inverse 
multiplexing,” 2005. No   

G.1070 

ITU-T Recommendation G.1070, “Opinion model 
for video-telephony applications,” Geneva, 
Switzerland, April 2007. No   

G.7041/Y.1303 

ITU-T Recommendation G.7041/Y.1303, 
“Generic framing procedure (GFP),” Geneva, 
Switzerland, Geneva, Switzerland, October 
2008. Yes M 

ITU-T 
G.7041/Y.1303
:2008 

G.7042/Y.1305 

ITU-T Recommendation G.7042/Y.1305, “Link 
capacity adjustment scheme (LCAS) for virtual 
concatenated signals,” Geneva, Switzerland, 
March 2006. Yes E 

ITU-T 
G.7042/Y.1305 
(March 2006) 

G.7043/Y.1343 

ITU-T Recommendation G.7043/Y.1343, “Virtual 
concatenation of plesiochronous digital 
hierarchy (PDH) signals,” Geneva, Switzerland, 
July 2004. No   

G.8251 

ITU-T Recommendation G.8251(G.otnjit), “The 
control of jitter and wander within the optical 
transport network (OTN),” Geneva, Switzerland, 
November 2001. No   

H.224 

ITU-T Recommendation H.224, “A real time 
control protocol for simplex applications using 
the H.221 LSD/HSD/MLP channels,” Geneva, 
Switzerland, January 2005. No   

H.200 

ITU-T Recommendation H.200, “Framework for 
recommendations for audiovisual services,” 
March 1993. No   
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H.221 

ITU-T Recommendation H.221, “Frame structure 
for a 64 to 1,920 kbit/s channel in audiovisual 
teleservices,” March 2004. No   

H.222  ITU-T Recommendation H.222, “Coding of 
moving pictures and associated audio: systems,” 
July 1995. No   

H.224 

ITU-T Recommendation H.224, “Real time 
control protocol for simplex applications using 
the H.221LSD/HSD/MLP channels,” February 
2000. No   

H.225.0 

ITU-T Recommendation H.225.0, “Call signalling 
protocols and media stream packetization for 
packet-based multimedia communication 
systems,” July 2003. No   

H.230 

ITU-T Recommendation H.230, “Frame-
synchronous control and indication signals for 
audiovisual systems,” March 2004. No   

H.231 

ITU-T Recommendation H.231, “Multipoint 
control units for audiovisual systems using 
digital channels up to 2 Mbit/s,” July 1997. No   

H.234 

ITU-T Recommendation H.234, “Encryption key 
management and authentication system for 
audiovisual services,” November 1994. No   

H.235 

ITU-T Recommendation H.235, “Security and 
encryption for H-series (H.323 and other H.245-
based) multimedia terminals,” August 2003. No   

H.239 

ITU-T Recommendation H.239, “Role 
management and additional media channels for 
H.300-series terminals,” July 2003. No   

H.241 

ITU-T Recommendation H.241, “Extended video 
procedures and control signals for H.300-series 
terminals,” July 2003. No   

H.242 

ITU-T Recommendation H.242, “System for 
establishing communication between 
audiovisual terminals using digital channels up 
to 2 Mbit/S,” March 2004. No   

H.243 

ITU-T Recommendation H.243, “Procedures for 
establishing communications between three or 
more audiovisual terminals using digital 
channels up to 2 Mbit/s,” February 2000. No   

H.244 

ITU Recommendation H.244, “Synchronized 
aggregation of multiple 64 or 56 kbit/s 
channels,” Geneva, Switzerland, July 1995. No   

H.245 
ITU-T Recommendation H.245, “control protocol 
for multimedia communication,” July 2003. No   
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H.246 

ITU-T Recommendation H.246, “Interworking of 
H-series multimedia terminals with H-series 
multimedia terminals and voice/voiceband 
terminals on GSTN and ISDN,” February 1998. No   

H.248.1 

ITU-T Recommendation H.248.1, “Gateway 
control protocol: Version 3,” Geneva 
Switzerland, September 2005. Yes M ITU H.248.1 

H.248.24 

ITU-T Recommendation H.248.24, “Gateway 
control protocol: Multi-frequency tone 
generation and detection packages,” Geneva, 
Switzerland, July 2003. No   

H.248.25 ITU-T Recommendation H.248.24, “Gateway 
control protocol: Basic CAS packages,” Geneva, 
Switzerland, January 2007. 

No   

H.248.28 ITU-T Recommendation H.248.28, “Gateway 
control protocol: International CAS packages,” 
Geneva, Switzerland, January 2007. 

No   

H.261 

ITU-T Recommendation H.261, “Video codec for 
audiovisual services at p x 64 kbit/s,” 
Recommendation H.261, Geneva, Switzerland, 
March 1993. Yes M ITU-T H.261 

H.263 

ITU-T Recommendation H.263, “Video coding 
for low bit rate communication,” Geneva, 
Switzerland, January 2005. (H.263a, H.323+, 
H.263 (1999)). Yes M 

ITU-T H.263, 
January 2005 

H.264 

ITU-T Recommendation H.264, “Advanced video 
coding for generic audiovisual services,” 
Geneva, Switzerland, March 2005. (Also, known 
as H.264/AVC) Yes M 

ITU-T H.264 
(03/2009)  

H.281 

ITU-T Recommendation H.281, “A far end 
camera control protocol for videoconferences 
using H.224,” Geneva, Switzerland, November 
1994. No   

H.282 

ITU-T Recommendation H.282, “Remote device 
control protocol for multimedia applications,” 
May 1999. No   

H.283 
ITU-T Recommendation H.283, “Remote device 
control logical channel transport,” May 1999. No   

H.320 

ITU-T Recommendation H.320, “Narrow-band 
visual telephone systems and terminal 
equipment,” Geneva, Switzerland, March 2004. No   

H.323 

ITU-T Recommendation H.323, “Packet-based 
multimedia communications systems,” Geneva, 
Switzerland, June 2006. No   
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H.341 
ITU-T Recommendation H.341, “Multimedia 
management information base,” May 1999 No   

H.350 

ITU-T Recommendation H.350, “Directory 
services architecture for multimedia 
conferencing,” August 2003. No   

H.350.1 
ITU-T Recommendation H.350.1, “Directory 
services architecture for H.323,” August 2003. No   

H.350.3 
ITU-T Recommendation H.350.3, “Directory 
services architecture for H.320,” August 2003. No   

H.350.4 
ITU-T Recommendation H.350.4, “Directory 
services architecture for SIP,” August 2003 No   

I.361 
ITU-T Recommendation I.361, “B-ISDN ATM 
layer specification,” 1999. No   

H.350.4 
ITU-T Recommendation H.350.4, “Directory 
services architecture for SIP,” August 2003 No   

H.363.5 

ITU-T Recommendation H.363.5, “B-ISDN ATM 
Adaptation Layer specification : Type 5 AAL,” 
1999. No   

M.2101 

ITU-T Recommendation M.2101, “Performance 
limits for bringing-into-service and maintenance 
of international multi-operator SDH paths and 
multiplex sections,” Geneva, Switzerland, June 
2003. No   

M.3100 

ITU-T Recommendation M.3100, “Generic 
network information model,” Geneva, 
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Telecommunications Equipment, Issue 05, 
August 2009. No   

GR-1100-CORE 
Billing Automatic Message Accounting Format 
(BAF) Generic Requirements, December 2007. No   

GR-1230-CORE 

SONET Bi-Directional Line-Switched Ring 
Equipment Generic Criteria, Issue 4, December 
1998. No   

GR-1244-CORE 
Clocks for the Synchronized Network: Common 
Generic Criteria, Issue 1, May 2005. No   

GR-1400-CORE 
SONET Unidirectional Path Switched Ring (UPSR) 
Equipment Generic Criteria, Issue 3, July 2006. No   

GR-2911-CORE 
Software Inventory for Network Element 
Software Management, Issue 1, June 1995. No   

GR-2932-CORE Database Functionalities, May 1997. No   

GR-2996-CORE 
Generic Criteria for SONET Digital Cross-Connect 
Systems, Issue 1, January 1999. No   

GR-3051-CORE 
Voice Over Packet: NGN Call Connection Agent 
Generic Requirements, Issue 2, January 2001. No   

GR-3054-CORE 
Voice Over Packet: NGN Trunk Gateway Generic 
Requirements, Issue 1, March 2000. No   

GR-3055-CORE 
Voice Over Packet: NGN Access Gateway 
Generic Requirements, Issue 1, March 2000. No   

GR-3058-CORE 

Voice over Packet (VoP): Next Generation 
Networks (NGN) Accounting Management 
Generic Requirements, December 2005. No   

SR-2275 
Telcordia Notes on the Networks, Issue 4, 
October 2000. No   

SR-3476 
National ISDN 1995 and 1996, Issue 1, June 
1995. No   

SR-3580 NEBS Criteria Levels, Issue 3, June 2007. No   
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SR-4994 

2000 Version of National ISDN Primary Rate 
Interface (PRI) Customer Premises Equipment 
Generic Guidelines, Issue 1, December 1999. No   

SR-NWT-
002120 

National ISDN-2, Issue 1, May 1992 with revision 
1, June 1993. No   

SR-NWT-
002343 

ISDN Primary Rate Interface Generic Guidelines 
for Customer Premises Equipment, Issue 1, June 
1993. No   

SR-NWT-
002419 

Software Architecture Review Checklists, Issue 
01, December 1992. No   

TR-917 
SONET Regenerator (SONET RGTR) Equipment 
Generic Criteria, December 1990. No   

TR-NWT-
000057 

Functional Criteria for Digital Loop Carrier 
Systems, Issue 2, January 1993 No   

TR-NWT-
000179 

Software Quality Program Generic 
Requirements, June 1993. No   

TR-NWT-
000284 

Reliability and Quality Switching Systems 
Generic Requirements (RQSSGR), Issue 2, 
October 1990. No   

TR-NWT-
000295 

Isolated Ground Planes: Definition and 
Application to Telephone Central Offices, Issue 
2, July 1992. No   

TR-NWT-
000418 

Generic Reliability Assurance for Fiber Optic 
Transport Systems, Issue 2, December 1992. No   

TR-NWT-
001244 

Clocks for the Synchronized Network: Common 
Generic Criteria, Issue 1, June 1993. No   

TR-NWT-
001268 

ISDN Primary Rate Interface Call Control 
Switching and Signaling Generic Requirements 
for Class II Equipment, Issue 1, December 1991. No   

 
TELECOMMUNICATIONS INDUSTRY 
ASSOCIATION    

EIA/TIA-530-A 

“High Speed 25-Position Interface for Data 
Terminal Equipment and Data Circuit-
Terminating Equipment, Including Alternative 
26-Position Connector,” ANSI/TIA/EIA-530-A-92) 
(R98) (R2003), June 1992. No   

TIA/EIA-232-F 

“Interface Between Data Terminal Equipment 
and Data Circuit-Terminating Equipment 
Employing Serial Binary Data Interchange,” 
October 1997. No   

TIA-422-B 

“Electrical Characteristics of Balanced Voltage 
Digital Interface Circuits,” (ANSI/TIA/EIA-422-B-
1994) (R2000) (R2005), April 13, 2004. No   

TIA-810-B November 3, 2006. No   
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TIA/EIA-470-B 

“Telecommunications - Telephone Terminal 
Equipment - Performance and Compatibility 
Requirements for Telephone Sets with Loop 
Signaling,” 1997. No   

TIA TSB-116 

“Telecommunications – IP Telephony 
Equipment – Voice Quality Recommendations 
for IP Telephony,” March 2001. No   

TIA TSB-116-A 

“Telecommunications System Bulletin – 
Telecommunications – IP Telephony Equipment 
– Voice Quality Recommendations for IP 
Telephony,” March 2006. No   

 UNITED STATES CODE    

Title 10 

Section 2224, “Defense Information Assurance 
Program,” http://cio-
nii.defense.gov/pocketref.html No   

Title 40 Section 11331. No   

Title 44 
“Federal Information Security Management Act 
(FISMA) of 2002.” No   

 OTHER DOCUMENTATION    
3G TS 24.067 
V3.0.0 (1999-
05) 

3rd Generation Partnership Project; Technical 
Specification Group Core Network; enhanced 
MLPP (eMLPP) – Stage 3. No   

ANSI/EIA-310-
D-92 

American National Standards Institute 
(ANSI)/Electronic Industries Association (EIA) 
Standard, Cabinets, Racks, Panels and 
Associated Equipment, September 1992. No   

AT&T TR62411  No   

ATIS-PP-
1000012.2006 

SS7 – SS7 – Network and NNI Interconnection 
Security Requirements and Guidelines, 
November 2006. No   

Bellcore TR-
TSY-000170  No   
Bellcore TR-
TSY-000181.  No   

FED-STD-1037 

“Telecommunications: Glossary of 
Telecommunication Terms,” 7 August 1996, 
http://www.its.bldrdoc.gov/fs-1037/fs-
1037c.htm. No   

Federal 
Telecommunic
ations 
Recommendati
on 1080B-2002 

“Video Teleconferencing Services,” August 15, 
2002. No   

International 
Electrotechnica

“Information technology equipment – Safety – 
Part 1: General requirements,” Second Edition, No   
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l Commission 
(IEC), 60950-1, 

2005-12. 

ISO 13871 
International Standardization Organization 
“Digital Channel Aggregation,” June 2001.                                                                                                                                    No   

Standard NATO 
Agreement 
(STANAG 4214) 

North American Treaty Organization (NATO), 
“International Rating and Directory for Tactical 
Communications Systems,” Edition 3, Version T, 
07 January 2005. No   

OASIS Standard 
Common 
Alerting 
Protocol (CAP) v1.1, October, 2005. No   
OPNAVINST 
3000.12A, 

“Operational Availability Handbook, March 
2003. No   

RS-232 

Recommended Standard 232 for Serial Binary 
Data Signals Connecting Between a DTE and a 
DCE. No   

TM 11-5805-
681-12 series, 

“Operator’s and Organizational Maintenance 
Manual for Central Office, Telephone, 
Automatic AN/TTC-39(V)2.” No   
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Appendix E: Approved Product List (APL) 

E.1 Overview 
The DISA UC RA [15] has recommended that the APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf ) should be used. 
Army has provided comments that the DoD UC RA needs to be modified based on the fundamental NC 
principles and requirements for DoD or providing scalability, reliability, interoperability and economies-of-
scale as follows: 

• Open standard-based protocols/interfaces must be used between the functional entities for 
communications. 

• Call control functional entities that are used for establishment of sessions with single and/or 
multiple media with two or multiple parties must use open standard-based protocols/interfaces for 
communications with the application servers of the RTC services. 

• Each application server should be geographically distributed, but act logically centralized from 
communications point of view. 

 
This Army UC RA has accommodated the above NC principles and requirements that are not the part of 
the present DISA UC RA. As a result, the Army UC RA has a modified APL that is different from the DISA 
UC RA APL (http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf ) for the 
following products: 

• WAN SS 
• MFSS 
• LSC 
• SCF 
• RTC AS(s) 
• Chat, IM & Presence AS(s) (when these applications are integrated with audio and/or Video) 

The basic tenet of the above Army UC RA APL still remains the same as they have been articulated in the 
DISA RA APL, but there are fundamental enhancements based on the principles and requirements as 
described above. Appendix C shows OVs of the above functional entities making clear how those products 
differ from those of the DISA UC RA APL. Other than this, all other products described in DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf ) are also applicable 
for the Army UC RA. Of course, there can be some other minor enhancements for each individual product 
of the DISA APL based on the above modifications in WAN SS, MFSS, LSC, and application servers of the 
Army UC RA APL. 

E.2 Army UC RA APL 
Army UC RA has developed the enhanced APL modifying the DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf ) to meet the Army 
UC requirements as explained in the main document and in this Appendix E. Table E-1 show the Army UC 
RA APL. The part of the APL that differs from the DoD UC APL is described in the APL. Other than these 
modifications mentioned in this APL and in the main document remains the same like those of the DoD UC 
APL (http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf ). 

http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
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Table E- 1: Army UC RA APL 
 

IPv6 Requirements for UCR 2008 Change 2 Products 
 

UCR 2008 CHANGE 2 
PRODUCT 

UCR 2008 CHANGE 2 IPv6 
REQUIREMENTS 𝟏,𝟐,𝟑,𝟒 

           SBU IP Based UC Product 
MFSS The MFSS must follow the technical specifications described in this Army UC 

RA document. The SCF and all the RTC services application servers are 
completely physically separate functional entities, and may or may not locate 
in the same physical locations like that of the MFSS. MFSS will only 
communicate to the SCF using AS-SIP protocol for communicating with any 
RTC services applications servers as described in the Army UC RA as well 
as in Figures C-3 and C-10 of Appendix C of this document. These 
enhancements in MFSS technical specifications may or may not affect any 
other DISA/DoD UC RA functional specifications. In case, there are impacts, 
the Army UC RA technical specifications will prevail superseding all other 
technical specifications or requirements. All others specifications of MFSS 
will be followed from DISA UC RA [15] and DoD UCR 2008 Change 3 [1] and 
DoD UCR 2008 Change 2. 
  
The MFSS/CCA application in conjunction with the VVoIP EI and MG 5  
must be IPv6-capable. (Note: ―IPv6-capable is defined in Section 5.3.5.3.2) 
Other applications within this APL product have a conditional requirement to 
be IPv6-capable if the IP packets remain internal to the product. Use 
guidance in UCR 2008 Change 2 Table 5.3.5-4 for NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

WAN SS 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The WAN SS must follow the technical specifications described in this Army 
UC RA document. The SCF and all the RTC services application servers are 
completely physically separate functional entities, and may or may not locate 
in the same physical locations like that of the WAN SS. WAN SS will only 
communicate to the SCF using AS-SIP protocol for communicating with any 
RTC services applications servers as described in the Army UC RA as well 
as in Figures C-5 and C-10 of Appendix C of this document. These 
enhancements in WAN SS technical specifications may or may not affect any 
other DISA/DoD UC RA functional specifications. In case, there are impacts, 
the Army UC RA technical specifications will prevail superseding all other 
technical specifications or requirements. All others specifications of WAN SS 
will be followed from DISA UC RA [15] and DoD UCR 2008 Change 3 [1] and 
DoD UCR 2008 Change 2.Must be IPv6-capable. Use guidance in UCR 
2008 Change 2, Table 5.3.5-4 for NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf) 
 

http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
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LSC 

The LSC must follow the technical specifications described in this Army UC 
RA document. If a LSC host services, the SCF and all the RTC services 
application servers are completely physically separate functional entities, and 
may or may not locate in the same physical locations like that of the LSC. 
LSC will only communicate to the SCF using AS-SIP protocol for 
communicating with any RTC services applications servers as described in 
the Army UC RA as well as in Figures C-4, C-6, C-7, and C-10 of Appendix 
C of this document.  
 
Army UC RA have specifically identified that there can be three variations of 
LSC architectures as shown in Figures C-4, C-6, and C-7 of Appendix C. Any 
one kind of those LSCs can be selected based on the present and future 
requirements of the warfighters. 
 
These enhancements in LSC technical specifications may or may not affect 
any other DISA/DoD UC RA functional specifications. In case, there are 
impacts, the Army UC RA technical specifications will prevail superseding all 
other technical specifications or requirements. All others specifications of 
LSC will be followed from DISA UC RA [15] and DoD UCR 2008 Change 3 
[1] and DoD UCR 2008 Change 2. 
The LSC/CCA application in conjunction with the VVoIP EI and MG 5 must 
be IPv6-capable. Other applications in the APL product have a conditional 
requirement to be IPv6-capable. Use guidance in UCR 2008 Change 2, 
Table 5.3.5-4 for NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf) 
 

SCF 
 
 
 
 
 
 
 
 
 
 
 

Army UC RA considers that the SCF is stand-alone physically separate 
functional entity that uses only the AS-SIP protocol for communications with 
the session controller (e.g. WAN SS, MFSS, or LSC). However, it can use 
any open standard-based communications protocols with the applications 
servers (ASs) as necessary as shown in Figure C-10 of Appendix C of this 
document. In addition, the details of the SCF are described in the main Army 
UC RA document. 
 
This is a fundamental difference with the DoD UCR [1] and DISA UC RA [15] 
because the DISA/DoD UC architecture shown as an “embedded” functional 
entity within MFSS (or LSC) using “proprietary” protocols for communications 
with RCS application servers (ASs). 

Voice & Video AS(s) 
 
 
 
 
 
 
 
 
 

Army UC RA considers voice and video AS(s) may consist of one or more 
physical servers that are geographically distributed, but act logically 
centralized. The application server(s) are used for handling the AS-SIP 
signaling protocol for setting up the audio and video conferencing along with 
data collaboration. The AS(s) do “not” handle media (audio, video, and/or 
data) that are sent directly between the end-users/warfighters once the 
sessions/calls are established. Figure C-10 shows how this AS(s) 
communicate with different functional entities using open standards-based 
protocols. More descriptions are provided in the main Army UC RA. 

http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
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Web Conferencing  AS(s)  
 
 
 
 
 
 
 

Army UC RA considers Web Conferencing application server(s) may consist 
of one or more physical servers that are geographically distributed, but act 
logically centralized. The AS(s) are used for handling the AS-
SIP/SOAP/HTTP signaling protocol for setting up the data collaboration. The 
AS(s) may handle media of the data applications that are sent between the 
end-users/warfighters. Figure C-10 shows how this AS(s) communicate with 
different functional entities using open standards-based protocols. More 
descriptions are provided in the main Army UC RA. 

Conferencing, Collaboration & Whiteboard 
AS(s) 
 
 
 
 
 
 
 
 

Army UC RA considers Conferencing, Collaboration & Whiteboard 
application server(s) may consist of one or more physical servers that are 
geographically distributed, but act logically centralized. The application 
server(s) are used for handling the AS-SIP signaling protocol for setting up 
the data collaboration like whiteboard application. The application server(s) 
may handle media of the data applications (whiteboard) for communications 
with the end-users/warfighters once the sessions/calls are established. 
Figure C-10 shows how this AS(s) communicate with different functional 
entities using open standards-based protocols. More descriptions are 
provided in the main Army UC RA. 

Media Bridging AS(s) 
 
 
 
 
 
 
 

Army UC RA considers that there can be three types of media bridging 
servers: Audio Bridging, Video Bridging, and Data Bridging. Each kind of 
media bridging server may consist of one or more physical servers that are 
geographically distributed, but act logically centralized. Each kind of media 
bridging server will use AS-SIP signaling protocol for communications with 
any functional entity for setting up the session. However, each type of media 
bridging server also handles media (audio/video/data) for media bridging as 
well as for sending media (audio/video/data) to the conference participants.  

Presence, IM & Chat AS(s) [Stand-alone Data 
Applications] 
 
 
 
 
 
 
 
 
 
 

Army UC RA considers Presence, Instant Messaging (IM) & Chat application 
server(s) may consist of one or more physical servers that are geographically 
distributed, but act logically centralized. The application server(s) uses the 
XMPP signaling protocol when Presence, IM & Chat communications are not 
integrated with audio and/or video session. The application server(s) handle 
media of the data applications (IM/Chat) that are sent between the end-
users/warfighters. Figure C-10 shows how this AS(s) communicate with 
different functional entities using open standards-based protocols. More 
descriptions are provided in the main Army UC RA.  
 
DoD UC APL (http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

Presence, IM & Chat AS(s)  [Integrated with 
Audio and/or Video] 
 
 
 
 
 
 
 

Army UC RA considers when Presence, Instant Messaging (IM) & Chat 
session is integrated with audio and/or video session, only AS-SIP protocol is 
used for Presence, Instant Messaging (IM) & Chat. Presence, Instant 
Messaging (IM) & Chat application server(s) may consist of one or more 
physical servers that are geographically distributed, but act logically 
centralized. The Presence, Instant Messaging (IM) & Chat application 
server(s) may handle media of the data applications (IM/Chat) that are sent 
between the end-users/warfighters. Figure C-10 shows how this AS(s) 
communicate with different functional entities using open standards-based 
protocols. More descriptions are provided in the main Army UC RA. 

Unified Messaging AS(s) 
 
 
 
 
 

Army UC RA considers that the Unified Messaging Application Server(s) will 
handle all messaging services unifying email, IM/Chat & Voice Mail, and will 
use AS-SIP/SMTP/XMPP open standards-based protocols as appropriate. 
This AS may consist of one or more physical servers that are geographically 
distributed, but act logically centralized. Figure C-10 shows how this AS(s) 
communicate with different functional entities using open standards-based 

http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
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protocols. 

Calendaring & Scheduling AS(s) 
 

Army UC RA considers that the Calendaring & Scheduling Application 
Server(s) may consist of one or more physical servers that are 
geographically distributed, but act logically centralized. This AS(s) will use 
the open standards-based ITIP protocol for communications. Figure C-10 
shows how this AS(s) communicate with different functional entities using 
open standards-based protocols. 

E.164 Number Mapping (ENUM) (AS(s) 
 
 
 
 
 

Army UC RA considers that the E.164 Number Mapping Application 
Server(s) that provides mapping between telephone number (E.164) and IP 
address may consist of one or more physical servers that are geographically 
distributed, but act logically centralized. This AS(s) will use the open 
standards-based AS-SIP protocol for communications. Figure C-10 shows 
how this AS(s) communicate with different functional entities using open 
standards-based protocols. 

E.911 (Emergency Call) AS(s) 
 
 
 
 
 

Army UC RA considers that the E.911 (Emergency Call) Application 
Server(s) that provides mapping between telephone number (E.164) and IP 
address may consist of one or more physical servers that are geographically 
distributed, but act logically centralized. This AS(s) will use the open 
standards-based AS-SIP protocol for communications. Figure C-10 shows 
how this AS(s) communicate with different functional entities using open 
standards-based protocols. 

TCAP AS(s) 
 
 
 
 
 

Army UC RA considers that the TCAP Application Server(s) that provides 
interworking between legacy TDM network-based voice applications and IP 
network-based VoIP applications when end-users/warfighters communicate 
with one another residing in two different types of networks. TCAP AS(s) 
may consist of one or more physical servers that are geographically 
distributed, but act logically centralized. This AS(s) will use the open 
standards-based AS-SIP protocol for communications. Figure C-10 shows 
how this AS(s) communicate with different functional entities using open 
standards-based protocols. 

Desktop Sharing AS(s) 
 
 
 
 
 
 
 
 
 

Army UC RA considers Desktop Sharing application server(s) may consist of 
one or more physical servers that are geographically distributed, but act 
logically centralized. The application server(s) are used for handling the AS-
SIP signaling protocol for setting up sessions. The application server(s) may 
handle media of the data applications, but not for audio and/or video, for 
communications with the end-users/warfighters once the sessions/calls are 
established. Figure C-10 shows how this AS(s) communicate with different 
functional entities using open standards-based protocols. More descriptions 
are provided in the main Army UC RA. 
 

SMS AS(s) 
 
 
 
 
 
 
 
 

Army UC RA considers Short Message Service server(s) that is targeted for 
mobile users may consist of one or more physical servers that are 
geographically distributed, but act logically centralized. The application 
server(s) are used for handling the AS-SIP signaling protocol for setting up 
sessions. The application server(s) may handle media of the SMS data 
applications, but not for audio and/or video, for communications with the end-
users/warfighters once the sessions/calls are established. Figure C-10 
shows how this AS(s) communicate with different functional entities using 
open standards-based protocols. More descriptions are provided in the main 
Army UC RA. 
 

MMS AS(s) 
 
 
 

Army UC RA considers Multimedia Message Service server(s) may consist 
of one or more physical servers that are geographically distributed, but act 
logically centralized. The AS(s) are used for handling the AS-
SIP/SOAP/HTTP signaling protocol. The application server(s) may handle 
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media of the MMS applications for communications with the end-
users/warfighters once the sessions/calls are established. Figure C-10 
shows how this AS(s) communicate with different functional entities using 
open standards-based protocols. More descriptions are provided in the main 
Army UC RA. 
 

Email AS(s) 
 
 
 
 
 
 
 

Army UC RA considers Email server(s) may consist of one or more physical 
servers that are geographically distributed, but act logically centralized. The 
application server(s) are used for handling the SMTP protocol The 
application server(s) will handle media of the Email data applications for 
communications with the end-users/warfighters once the sessions/calls are 
established. Figure C-10 shows how this AS(s) communicate with different 
functional entities using open standards-based protocols. More descriptions 
are provided in the main Army UC RA. 

WAP AS(s) 
 
 
 
 
 
 
 

Army UC RA considers WAP application server(s) that is targeted for low-
bandwidth mobile users for using Web services may consist of one or more 
physical servers that are geographically distributed, but act logically 
centralized. The AS(s) are used for handling the WAP protocol. The AS(s) 
may handle media of the Web services application for communications with 
the end-users/warfighters once the sessions/calls are established. Figure C-
10 shows how this AS(s) communicate with different functional entities using 
open standards-based protocols. More descriptions are provided in the main 
Army UC RA. 

Location Services (Fixed/Mobile) AS(s) 
 
 
 
 
 

Army UC RA considers Location Services Application server(s) that is 
targeted for location management of fixed and mobile users may consist of 
one or more physical servers that are geographically distributed, but act 
logically centralized. The application server(s) are used for handling the AS-
SIP protocol Figure C-10 shows how this AS(s) communicate with different 
functional entities using open standards-based protocols. More descriptions 
are provided in the main Army UC RA. 

CM AS(s) 
 
 
 
 

Army UC RA considers Content Management application server(s) that may 
contain a group of applications may consist of one or more physical servers 
that are geographically distributed, but act logically centralized. Many 
different open standards-based protocols may be used by this AS(s). Since 
they deal with data applications, these ASs deal with both signaling protocol 
and media. More descriptions are provided in the main Army UC RA. 

RM AS(s) 
 
 
 
 

Army UC RA considers Records Management application server(s) that may 
contain a group of applications may consist of one or more physical servers 
that are geographically distributed, but act logically centralized. Many 
different open standards-based protocols may be used by this AS(s). Since 
they deal with data applications, these ASs deal with both signaling protocol 
and media. More descriptions are provided in the main Army UC RA. 

Team Collaboration AS(s) 
 
 
 
 

Army UC RA considers Team Collaboration AS(s) that may contain a group 
of applications may consist of one or more physical servers that are 
geographically distributed, but act logically centralized. Many different open 
standards-based protocols may be used by this AS(s). Since they deal with 
data applications, these ASs deal with both signaling protocol and media. 
More descriptions are provided in the main Army UC RA. 

BPM AS(s) 
 
 
 
 

Army UC RA considers Business Process Management AS(s) that may 
contain a group of applications may consist of one or more physical servers 
that are geographically distributed, but act logically centralized. Many 
different open standards-based protocols may be used by this AS(s). Since 
they deal with data applications, these ASs deal with both signaling protocol 
and media. More descriptions are provided in the main Army UC RA. 

Web 2.0 AS(s) Army UC RA considers Web 2.0 application server(s) that may contain a 
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group of applications may consist of one or more physical servers that are 
geographically distributed, but act logically centralized. Many different open 
standards-based protocols may be used by this AS(s). Since they deal with 
data applications, these ASs deal with both signaling protocol and media. 
More descriptions are provided in the main Army UC RA. 

Apps AS(s)) 
 
 
 
 
 

Army UC RA considers Apps (Applications) server(s) that may contain a 
group of applications may consist of one or more physical servers that are 
geographically distributed, but act logically centralized. Many different open 
standards-based protocols may be used by this AS(s). Since they deal with 
data applications, these ASs deal with both signaling protocol and media. 
More descriptions are provided in the main Army UC RA. 

Portals AS(s) 
 
 
 
 
 

Army UC RA considers Portals Application server(s) that may contain a 
group of applications may consist of one or more physical servers that are 
geographically distributed, but act logically centralized. Many different open 
standards-based protocols may be used by this AS(s). Since they deal with 
data applications, these ASs deal with both signaling protocol and media. 
More descriptions are provided in the main Army UC RA. 

Profiles AS(s) 
 
 
 
 
 

Army UC RA considers Profiles Application server(s) that may contain a 
group of applications may consist of one or more physical servers that are 
geographically distributed, but act logically centralized. However, the profiles 
application that deals with RCS services users/warfighter, it is expected that 
this particular profile AS(s) will use AS-SIP protocol. Many different open 
standards-based protocols may be used by this AS(s) for other UC services. 
Since they deal with data applications, these ASs deal with both signaling 
protocol and media. More descriptions are provided in the main Army UC 
RA. 

Search & Discovery AS(s) 
 
 
 
 

Army UC RA considers Search & Discovery Application server(s) that may 
contain a group of applications may consist of one or more physical servers 
that are geographically distributed, but act logically centralized. Many 
different open standards-based protocols may be used by this AS(s). Since 
they deal with data applications, these ASs deal with both signaling protocol 
and media. More descriptions are provided in the main Army UC RA. 

IA AS(s) 
 
 
 
 

Army UC RA considers Information Assurance Application server(s) that may 
contain a group of applications may consist of one or more physical servers 
that are geographically distributed, but act logically centralized. Many 
different open standards-based protocols may be used by this AS(s). Since 
they deal with data applications, these ASs deal with both signaling protocol 
and media. More descriptions are provided in the main Army UC RA. 

AAA AS(s)) 
 
 

Army UC RA considers AAA Application server(s) may consist of one or 
more physical servers that are geographically distributed, but act logically 
centralized. The AAA server will use RADIUS/DIAMETER protocol. More 
descriptions are provided in the main Army UC RA. 

Directory AS(s) 
 
 
 

Army UC RA considers Directory AS(s) may consist of one or more physical 
servers that are geographically distributed, but act logically centralized. The 
Directory server will use LDAP protocol. More descriptions are provided in 
the main Army UC RA. 

Database Server(s) 
 
 
 

Army UC RA considers Database server(s) may consist of one or more 
physical servers that are geographically distributed, but act logically 
centralized. The Directory server will use SQL/LDAP protocol. More 
descriptions are provided in the main Army UC RA. 

CER 
 
 
 
 

Must be IPv6-capable. Use guidance in UCR 2008 Change 2, Table 5.3.5-5 
for Routers. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
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AS-SIP End Instrument (AEI) The EI in conjunction with the CCA application must be IPv6-capable. This 
requirement is applicable for EIs manufactured after January 2009. 
Softphones and soft videophones have a conditional requirement for IPv6. 
Use guidance in UCR 2008 Change 2, Table 5.3.5-4 for NA/SS. DoD UC 
APL (http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

Secure End Instrument (SEI) 
 
 
 

Same as AEI, above. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

XMPP Server/Client Conditional requirement for IPv6. Use guidance in UCR 2008 Change 2, 
Table 5.3.5-4 for NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

AS-SIP TDM gateway (AS-SIP TDM GW) If the AS-SIP TDM GW has an IP interface, the AS-SIP TDM GW must be 
IPv6 capable. Use guidance in UCR 2008 Change 2, Table 5.3.5-4 for 
NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

AS-SIP IP Gateway (AS-SIP IP GW) 
 
 

Must be IPv6-capable. Use guidance in UCR 2008 Change 2, Table 5.3.5-4 
for NA/SS. DoDUC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

           LAN Product 
LAN Access Switch Must be IPv6-capable. Use guidance in UCR 2008 Change 2, Table 5.3.5-6 

Part 1 for LAN Access Switch. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

LAN Distribution Switch Must be IPv6-capable. Use guidance in UCR 2008 Change 2, Table 5.3.5-6 
Part 2 for L3 Switches. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

LAN Core Switch Must be IPv6-capable. Use guidance in UCR 2008 Change 2, Table 5.3.5-6 
Part 3 for L3 Switches (Edge Routers). DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

           Wireless LAN Product 
Wireless LAN Access Switch (WLAS) Must be IPv6-capable Use guidance in UCR 2008 Change 2, Table 5.3.5-6 

Part 1 for LAN Access Switch. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

Wireless LAN Access Bridge (WAB) 

Must be IPv6-capable Use guidance in UCR 2008 Change 2, Table 5.3.5-4 
for NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
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http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
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Wireless End Instrument (WEI) 

Must be IPv6-capable. Same as AEI, above. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

UCR 2008 CHANGE 2 
PRODUCT 

UCR 2008 CHANGE 2 IPv6 
REQUIREMENTS 𝟏,𝟐,𝟑,𝟒 

           Peripheral Product 
Customer Premise Equipment (CPE) 

With exception of EIs, the CPE have a conditional requirement for IPv6 
capability. Use guidance in UCR 2008 Change 2, Table 5.3.5-4 for NA/SS. 

Video Teleconferencing Unit (VTU) hardware 
only 

If the VTU has an IP interface, the VTU must be IPv6-capable. Use guidance 
in UCR 2008 Change 2, Table 5.3.5-4 for NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

Integrated Access Switch (IAS) Conditional requirement for IPv6. Use guidance in UCR 2008 Change 2, 
Table 5.3.5-4 for NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

H.323 Gateway (GW) 

Army UC RA considers H.323 GW can be a part of a LSC. If it is so and the 
H.323 GW hosts any RTC services, it must only communicate with only SCF 
using AS-SIP protocol only for communications with any RTC services 
application servers as described in the case of LSC above. 
 
Conditional requirement for H.323 IPv6. Use guidance in UCR 2008 Change 
2,Table 5.3.5-4 for NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 
 

H.323 Gatekeeper (GK) Army UC RA considers H.323 GK can be a part of a LSC. If it is so and the 
H.323 GK hosts any RTC services, it must only communicate with only SCF 
using AS-SIP protocol only for communications with any RTC services 
application servers as described in the case of LSC above. 
 
Conditional requirement for H.323 IPv6. Use guidance in UCR 2008 Change 
2,Table 5.3.5-4 for NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 
 

Multi Signaling Multipoint Control Unit 
(MSMCU) 

MSMCU must be IPv6-capable. MSMCU is considered a DISN core asset. 
Use guidance in UCR 2008 Change 2,Table 5.3.5-4 for NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

DoD Secure Communications Device (DSCD) 

Same as SEI, above except for those DSCD supported by a VoIP switch per 
Note 4 below. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 

http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
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Conference Bridge (CB) external Conditional requirement for IPv6. CB is considered a MILDEP level asset 
where the traffic stayed internal to the MILDEP. Use guidance in UCR 2008 
Change 2, Table 5.3.5-4 for NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

UC External Adjunct Devices UC External Adjunct Devices that are not covered under CPE (such as a 
Lightweight Directory Access Protocol (LDAP) server, local directory services 
server) are to be covered under DoD IPv6 Profile for Net App or Simple 
Server. Use guidance in UCR 2008 Change 2,Table 5.3.5-4 for NA/SS. DoD 
UC APL (http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

Network Monitoring for IPv6 data/voice 
networks 

Must be IPv6 capable. Use guidance in UCR 2008 Change 2, Table 5.3.5-4 
for NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

IM, Chat, and Presence/Awareness Features 

Conditional requirement for IPv6. Use guidance in UCR 2008 Change 2, 
Table 5.3.5-4 for NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

RTS (LDAP) Routing Database Server 

Must be IPv6-capable. Use guidance in UCR 2008 Change 2,Table 5.3.5-4 
for NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

           Network Infrastructure Products 
Multiservice Provisioning Platform (MSPP) If the MSPP has an IP interface, the MSPP must be IPv6 capable. Use 

guidance in UCR 2008 Change 2, Table 5.3.5-4 for NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

Optical Cross Connect (ODXC) If the ODXC has an IP interface, the ODXC must be IPv6 capable. Use 
guidance in UCR 2008 Change 2, Table 5.3.5-4 for NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

Provider Router/Provider Edge Router (P/PE 
Router) If the P/PE Router has an IP interface, the P/PE Router must be IPv6 

capable. Use guidance in UCR 2008 Change 2, Table 5.3.5-5 for Router. 
DISN Optical Transport Switch (OTS) If the OTS has an IP interface, the OTS must be IPv6 capable. Use guidance 

in UCR 2008 Change 2, Table 5.3.5-4 for NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

  

http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
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UCR 2008 CHANGE 2 
PRODUCT 

UCR 2008 CHANGE 2 IPv6 
REQUIREMENTS 𝟏,𝟐,𝟑,𝟒 

           Tactical UC Product 
Deployable Network Element (D-NE) Must be IPv6-capable. Use guidance in UCR 2008 Change 2,Table 5.3.5-4 

for NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

Deployable LAN Products (DLAN) 

Must be IPv6-capable. Use guidance from LAN Products, above. DoD UC 
APL (http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

Deployed Tactical Radio (DTR) 

Must be IPv6-capable. Use guidance in UCR 2008 Change 2,Table 5.3.5-4 
for NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

Deployable Cellular Voice Exchange (DCVX) 

Must be IPv6-capable. Use guidance in UCR 2008 Change 2,Table 5.3.5-4 
for NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

           Multifunction Mobile Devices 
Smartphone Conditional requirement for IPv6. Use guidance in UCR 2008 Change 2, 

Table 5.3.5-3 for EI. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

           Security Devices (SDs) 
High Assurance IP Encryptor (HAIPE) Must be IPv6 capable. Use guidance in DOD IPv6 Profile version 5.0 

Appendix C for IA Devices. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

Link Encryptor Family (LEF) Must be IPv6 capable. Use guidance in DOD IPv6 Profile version 5.0 
Appendix C for IA Devices. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

EBC 
 
 
 
 
 
 
 
 
 
 
 
 

Army UC RA considers that EBC can be enhanced to integrate with data 
firewall (FW), intrusion detection system (IDS) and intrusion prevention 
system (IPS) in addition to audio and video firewall capabilities because a 
multimedia session invoked by AS-SIP can contain audio, video, and data 
application together in the same session. In choosing the approved 
product(s), these capabilities must be considered. 
 
Must be IPv6 capable. Use guidance in UCR 2008 Change 2, Table 5.3.5-7 
for EBC. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
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FW Like EBC, Army UC RA considers that the firewall (FW) capabilities can be 
enhanced to integrate with audio and video firewall, intrusion detection 
system (IDS) and intrusion prevention system (IPS) in addition to data 
firewall capabilities because a multimedia session invoked by AS-SIP can 
contain audio, video, and data application together in the same session. In 
choosing the approved product(s), these capabilities must be considered. 
 
Must be IPv6 capable. Use guidance in DOD IPv6 Profile version 5.0 
Appendix C for IA Devices. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

IPS and IDS Must be IPv6 capable and must be capable of inspecting IPv4 and IPv6 
packets simultaneously and those packets contained within tunnels that are 
not encrypted (GRE, IPSec AH, IP in IP, etc.) or shall support the capability 
to alarm if tunneled packets are detected that could not be inspected further. 
Use guidance in DOD IPv6 Profile version 5.0 Appendix C for IA Devices. 
DoD UC APL (http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

VPN Concentrator  

Must be IPv6 capable. Use guidance in DOD IPv6 Profile version 5.0 
Appendix C for IA Devices. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

Network Access Control (NAC) Must be IPv6 capable. Use guidance in DOD IPv6 Profile version 5.0 
Appendix C for IA Devices. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

Integrated Security Solution (ISS) Must be IPv6 capable. Use guidance in DOD IPv6 Profile version 5.0 
Appendix C for IA Devices. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

           Storage Devices 
Storage Devices Conditional requirement for IPv6. Use guidance in UCR 2008 Change 2, 

Table 5.3.5-4 for NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

           Network Elements 

Assured Services Network Element (AS-NE) 

Must be IPv6 capable. Use guidance in UCR 2008 Change 2, Table 5.3.5-4 
for NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

UCR 2008 CHANGE 2 
PRODUCT 

UCR 2008 CHANGE 2 IPv6 
REQUIREMENTS 𝟏,𝟐,𝟑,𝟒 

DSN Fixed Network Element (F-NE) Conditional requirement for IPv6. Use guidance in UCR 2008 Change 2, 
Table 5.3.5-4 for NA/SS. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 

http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
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           Classified Products 

Classified LSC 

Same as LSC, above. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

Classified Core Router 

Same as LAN Core Router above. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

Classified Distribution Switch 

Same as LAN Distribution Switch above. DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

Classified Access Switch 

Same as LAN Access Switch above DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

Classified EBC   

Same as EBC, above.  DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

Classified CER   

Same as CER, above.  DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

           Legacy Systems 
Multifunction Switch (MFS)/Tandem Switch, 
Enf Office (EO) Switch, Small End Office 
(SMEO), Deployable Voice Exchange (DVX), 
Private Branch Exchange 1 (PBX1) and 
Private Branch Exchange 2 (PBX2).     

IPv6 ROE for legacy systems are spelled out in the Interim IPv6 ROE for 
UCR 2008 Change 2, Change 1 at the UCCO web site 
http://www.disa.mil/ucco/apl_process.html .    DoD UC APL 
(http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-
Process/UCAPL_Process.pdf ) 
 

1. The terms ―Conditional requirement for IPv6‖ and ―Other applications within the APL product have a conditional 
requirement to be IPv6-capable‖ effectively mean that the IPv6-capable features for the indicated UCR IPv6 
application is optional and not required for listing on the UC APL. 

2. For each product, guidance is provided for (1) mandatory or conditional IPv6-capable and (2) if the IPv6 
requirements from UCR 2008 Change 2, or from DOD IPv6 Profile Version 5.0 are to be used. 

3. While there is a requirement to manage IPv6 networks, the NM may be done using IPv4. Thus, NM is not included 
in this list. 

4. For the cases where components are within the UC products and the IP packets remain internal to the System 
Under Test (SUT) without using the DISN WAN, (i.e. the external interface for the SUT for signaling traffic and 
bearer traffic are TDM/serial and IP is only used for external network management) the internal interfaces for the 
SUT are not required to be IPv6 and the product would not have to support IPv6 at this time. These components 
provide services as described in Section 5.3.2.24 Requirements for Supporting AS-SIP-Based Ethernet Interfaces 
for Voicemail, Unified Messaging Systems, and Automated Receiving Devices. The resulting UC product can only 
be fielded within a B/P/C/S boundary. 
This guidance would apply for both generic AS-SIP End Instruments (EIs) and proprietary protocol EIs. The EIs are 
required to be IPv6-capable regardless of placement within the SUT as indicated in this table, except for IP based 
DoD Secure Communication Devices (DSCD) supported by a VoIP capable switch that connects to the DISN TDM 
backbone for voice/data services. The UC APL listing shall reflect conditions under which the product was certified. 

5. The MG is only required to be IPv6-capable if it has an external IP interface to the SUT. In these cases, the resulting 
product can only be fielded within a B/P/C/S boundary. The UC APL certification shall reflect conditions under which 

http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://www.disa.mil/ucco/apl_process.html
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
http://disa.mil/~/media/Files/DISA/Services/UCCO/APL-Process/UCAPL_Process.pdf
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the product was certified. 
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Appendix F Mapping between Army and DoD UC Principles and Rules, 
Capability Gaps, Mitigations and Target EndState 

F.1 Overview 
The Army UC RA is the target end state architecture identified in DoD UC Master Plan [5]. The exiting Army 
As-Is Architecture [12] as it exists now has many capability gaps that are described below. The Army UC 
RA will mitigate all capability gaps in DoD documents [10-11 & 13] offering new capabilities described in the 
main Army UC RA and meeting all goals abiding by all architectural principles and business rules aligning 
with DoD IEA [2]. 

F.2 Army and DoD UC Capabilities 
The Army UC capabilities are actually derived from the DoD UC capabilities. The Army UC services 
portfolio is very comprehensive. Table F-1 provides the DoD UC services capabilities and their description 
and Table F-2 shows a high-level mapping between the Army and DoD UC services capabilities. 
 

Table F-1 : DoD UC Services Capabilities and Descriptions 
 

DoD UC Capabilities 
Name Description 

Collaboration Provides IP-based solutions that allow subscribers to collaborate (e.g., IM, chat, presence, and 
Web conferencing). 

Enterprise Directory 
Integration 

Integrates UC with repository of subscriber contact information accessible to all authorized and 
authenticated subscribers. 

Non-Assured/Assured 
Voice and Video 
Conferencing 

Provides the ability to conference multiple voice or video subscribers with a variety of room 
controls for displays of the participants. It also includes an optional component that allows 
subscribers to schedule conferences. 

Non-Assured/Assured 
Voice, Video, and Data 
Session Management 

Provides enterprise point-to-point UC, independent of the technology (circuit switched or IP). 
Capabilities include, but are not limited to, end device registration, session establishment and 
termination, and UC session features (e.g., Assured Services Admission Control (ASAC), Call 
Hold, and Call Transfer). 

UC Applications 
Integration 

Supports mission and business applications integration with the enterprise UC (e.g., integration of 
UC provided presence with DoD Component-owned business applications). 

UC Portability and 
Identity Synchronization 

Provides an enterprise UC systematic approach to portability functions (e.g., repository of user 
profiles and privileges, and subscriber identification and authentication). Uses DISA’s existing 
Identification (ID) Synchronization service as the primary service for DoD ID Synchronization. 

Unified Messaging Provides the integration of voicemail and e-mail. The integration of these two capabilities allows 
subscribers to access voicemail via e-mail or access e-mail via voicemail. 

User Mobility (Wired and 
Wireless) 

Provides the ability to offer wireless and wired access, for UC supported by multifunction mobile 
devices. In addition, it provides access to enterprise UC globally using UC portability. 
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Voice Internet Service 
Provider (ISP) Access 

Provides unclassified and classified enterprise UC for access to commercial voice services over 
IP. This service provides both local and long distance dialing capability using commercial ISPs via 
secure interconnections. 

 
 

Table F-2: Army and DoD UC Services Capability Mapping 
 

Army UC Services DoD UC Capabilities 

Non AS and AS 
Voice/Video/ 
Data Session 
Management 

Non AS and AS 
Voice and 

Video 
Conferencing 

Collaboration 
User 

Mobility 
(Wired and 
Wireless) 

Voice 
ISP 

access 
Unified 

Messaging 

UC 
Portability 

and ID 
Synchronizat

ion 

Enterprise 
Directory 

Integration 
UC Apps 

Integration 

Voice & video  X X  X X     

Web Conferencing    X X     X 

Conf, 
Collaboration, & 
Whiteboard 

   X X     X 

Media Bridging  X X  X      

Presence, IM, and 
Chat 

   X X  X   X 

Unified Messaging    X X  X   X 

Calendaring & 
Scheduling 

   X X     X 

E.164 
Number/ENUM 

 X X  X      

E.911  X X  X      

CALEA  X X  X      

TCAP  X X  X      

Desktop Sharing  X X X X     X 

SMS     X     X 
MMS    X X     X 
Email    X X     X 

WAP)     X X     X 
Portal    X X      

Team 
Collaboration 

   X X     X 

Web 2.0    X X     X 

CM     X     X 
RM     X     X 
Profiles     X     X 

BPM     X     X 

Apps      X     X 

Search & 
Discovery 

    X     X 
IA     X   X X X 

F.2.1 Mapping between Army UC and DoD IEA Capabilities 
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Figures F-1 and F-2 show the mapping between the Army UC RTC and other services capabilities, 
respectively, and the DoD IEA Capabilities, Activities, Principles, Rules and Services. The key of this 
mapping is that principles and rules of the individual departments must be aligned with those of DoD IEA 
global rules and principles. Accordingly, the Army UC Architecture principles and rules must also be in sync 
with the DoD IEA rules and principles. That is, no Army UC Architecture principles and rules can violate any 
of the DoD IEA principles and rules. However, Army UC Architecture can devise any sub-principles and 
sub-rules within the framework of the global DoD IEA principles and rules. In the main Army UC RA 
document, we have formulated the Army UC Services Architecture principles and rules abiding by this 
guidance. 
 
 

 
 

Figure F-1: Mapping between the Army UC RTC and the DoD IEA Capabilities 
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Figure F-2: Mapping between the Army UC Collaboration and the DoD IEA Capabilities 

F.3 Capability Gaps and Resolutions 
The Army UC RA will fill the capability gaps of Army LWN/GIG and warfighter requirements that have been 
identified in different DoD documents [10-11 & 13]. Table F-3 describes how the capability gaps are 
mitigated by the target end state capabilities of Army UC RA. 
 

Table F-3:  Capability Gaps and Mitigation by Army UC Services Capabilities [10-11 & 13] 
 
 

Capability Gap 

Capability Gap Mitigation by Army UC Services 

Non AS and AS 
Voice/Video/ 
Data Session 
Management 

Non AS and AS 
Voice and 

Video 
Conferencing 

Collabor
ation 

User Mobility 
(Wired and 
Wireless) 

Voice 
ISP 

access 
Unified 

Messaging 
UC Portability 

and ID 
Synchronization 

Enterprise 
Directory 

Integration 
UC Apps 

Integration 

Unity of 
Command  
Gap 3 

X         

Unity of 
Command  
Gap 4 

X X X X  X X X X 

Common 
Policies and 
Standards  
Gap 3 

X         

Common 
Policies and 
Standards  
Gap 9 

X  X  X    X 
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Global 
Authentication  
Gap 3 

      X X  

Information 
Services from 
Edge  
Gap 1 

  X       

Information 
Services from 
Edge  
Gap 3 

X         

Information 
Services from 
Edge  
Gap 6 

X X X X X X X X X 

Information 
Services from 
Edge  
Gap 12 

X X        

Information 
Services from 
Edge  
Gap 26 

 X X X   X  X 

Joint 
infrastructure  
Gap 1 

      X X  

Joint 
infrastructure  
Gap 3 

X X X X X X X X X 

Joint 
infrastructure  
Gap 6 

 X X X   X  X 

 
The definitions and resolutions for the gaps identified in Table F-3 are explained below [10-11 & 13]: 
 

i. Unity of Command Gap 3:   
a. Definition:  Inability to provide shared situational awareness to the warfighter and 

throughout the chain of command 
b. Resolution:  Network situational awareness data and information is universally shared, 

visible, and understandable, to enable effective Army LWN as a part of DoD GIG 
operation and defense. 

ii. Unity of Command Gap 4:  
a. Definition:  Inability to support the operational execution of the commander‘s intent to 

include the management of information dissemination and prioritization 
b. Resolution:  Net-centric enterprises and applicable commercial solutions are 

incorporated in support of information management capabilities to the warfighting 
community. 

iii. Common Policies and Standards Gap 3:  
a. Definition:  Lack of policies regarding integrated network operations; restricts leaders 

from access to timely, reliable, and assured information across all networks, domains, 
and classification levels. 

b. Resolution:  Integrated NetOps is developed to provide any authorized DoD GIG user 
access across all networks and security domains. 

iv. Common Policies and Standards Gap 9:  
a. Definition:  Inability to establish multiple mission partner networks in a single 

infrastructure. 
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b. Resolution:  An assured computing environment is established to provide authorized 
users, including mission partners, enterprise-wide access to services and 
Communities 

v. Global Authentication Gap 3:  
a. Definition:  Inability to achieve timely access to the global network and information 

services from any location in the world. 
b. Resolution:  Enterprise-level directory services are established to allow users access 

to required information and services from any location. 
vi. Information Services from the Edge Gap 1:  

a. Definition:  Inability to sharing, collaborating, and synchronizing information with 
mission partners. 

b. Resolution:  Information management standards, business rules, and interfaces are 
established to enable mission partners to share, collaborate and synchronize 
information. 

vii. Information Services from the Edge Gap 3:  
a. Definition:  Inability to provide RT reporting of mission impact due to failure of GIG 

elements (network, applications, and services). 
b. Resolution:  A secure, trusted, global computer-networking infrastructure is available 

and provides real-time automated reporting and analysis of mission impacts in support 
of Army LWN as a part of GIG elements (people, processes, network, applications, 
and services). 

viii. Information Services from the Edge Gap 6:  
a. Definition:  Inability to provide all services, worldwide, to all authorized Army users, 

including Combatant Commands (COCOMs) and all mission partners. 
b. Resolution: A secure, trusted, global computer-networking infrastructure is available 

for Army users through UC services-enable Army LWN and provides services in 
collaboration with DoD Information Technology/National Security Systems (IT/NSS) 
services 24/7, and supports the implementation of continuity of operations and 
continuity of Government plans at the strategic, operational and tactical levels. 

ix. Information Services from the Edge Gap 12:  
a. Definition:  Inability to prioritize services (bandwidth, network operations, enterprise 

applications, and other services) based on mission needs. 
b. Resolution: A secure, trusted, global networking infrastructure is available and 

prioritizes services (bandwidth, network operations, enterprise applications, etc) based 
on mission needs. 

x. Information Services from the Edge Gap 26:  
a. Definition:  Inability to share information quickly, when and where needed, and making 

information available easily to the user in a desired format. 
b. Resolution: Enterprise Information Architectures are available and set the stage for 

allowing information to be moved rapidly up and down the command chains, and 
through the component and mission partner forces. 

xi. Joint Infrastructure Gap 1:  
a. Definition:  Inability to provide enterprise-wide services and applications to any 

authorized user, at all times and anywhere 
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b. Resolution:  UC services enabled Army LWN as a part of the joint infrastructure that 
ensures data is accessible and distributed across all Army components in collaboration 
with DoD Components and mission partners 

xii. Joint Infrastructure Gap 3:  
a. Definition:  Inability of current infrastructure to support enterprise-wide services, and 

applications that are available to authorized users, at all times and anywhere 
b. Resolution: An enterprise-wide services architecture that supports universally 

accessible applications 
xiii. Joint Infrastructure Gap 6:  

a. Definition:  Inability to support warfighter requirements for timely delivery of trusted 
information 

b. Resolution:  Protected and timely data flows for access to efficient, accurate, useful, 
visible, available, and optimal information 

F.4 UC Architecture Target End State 
The target end state for total convergence of voice, video and data of the Army UC RA identified in DoD UC 
Master Plan [5] mitigating the capability gaps for both unclassified and classified RTC, enterprise 
collaborative and other services are described as follows: 
 

1. Non-Assured/Assured Voice, Video, and Data Session Management: provides enterprise point-to-
point UC, independent of the technology (circuit switched or IP).  The capabilities include, but are 
not limited to, end device registration, session establishment and termination, and UC session 
features (e.g., Assured Services Admission Control, Call Hold, Call Transfer, and others) [9]. 

2. Non-Assured/Assured Voice and Video Conferencing: provides the ability to conference multiple 
voice or video subscribers with a variety of room controls for displays of the participants.  It also 
includes an optional component that allows subscribers to schedule conferences.  

3. Collaboration: provides IP-based solutions that allow subscribers to collaborate (e.g., IM, chat, 
presence, and web conferencing). 

4. User Mobility (wired and wireless): provides the ability to offer wireless and wired access, for UC 
supported by multifunction mobile devices.  In addition, it provides access to enterprise UC globally 
using UC portability.  

5. Voice ISP Access: provides unclassified and classified enterprise UC for access to commercial 
voice services over IP.  This service provides both local and long distance dialing capability using 
commercial ISPs via secure interconnections.   

6. Unified Messaging: provides the integration of voicemail and e-mail. The integration of these two 
capabilities allows subscribers to access voicemail via e-mail or access e-mail via voicemail.  

7. UC Portability and Identity Synchronization: provides an enterprise UC systematic approach to 
portability functions (e.g., repository of user profiles and privileges, and subscriber identification 
and authentication).  Army UC Identity service will be in conformance with the DoD ID 
Synchronization services. 

8. Enterprise Directory Integration: integrates UC with repository of subscriber contact information 
accessible to all authorized and authenticated subscribers.  

9. UC Applications Integration: supports mission and business applications integration with the 
enterprise UC (e.g., integration of Army UC provided presence with Army and DoD Component-
owned business applications). 
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Appendix G: UC RA Performance Requirements 

G.1 Performances and UC Applications 
The UC application services are shared over one converged IP-MPLS backbone network while the access 
networks may consist of many networking technologies. All UC application services areas are grouped as 
follows:  

• RTC Services:  
o Voice & Video, Web Conferencing, Conferencing, Collaboration & Whiteboard, Media 

Bridging, Presence, IM & Chat, Unified Messaging, Calendaring & Scheduling,  E.164 
Number Mapping (ENUM), E.911 (Emergency Call), TCAP, Desktop SMS, MMS, Email, 
WAP, and Location Services (Fixed/Mobile) 

• CM 
• RM 
• Team Collaboration 
• BPM 
• Web 2.0,  
• Apps  
• Portals 
• Profiles 
• Search & Discovery 
• IA 

 
Most of the RTC services that consist of audio and/or video can be considered RT applications while all 
applications that do not contain audio and/or video are considered Non-RT data applications. For example, 
the one-way end-to-end delay for the audio/video of RT services should not be more than 150 to 300 
milliseconds while one-way end-to-end delay for the non-RT data can be tolerated from a few seconds to 
minutes. This vast difference in performances differences between the RT and non-RT applications will 
make the serious differences in designing of the Army UC network. 

G.2 Performance Parameters 
G.2.1 Key Performance Parameters 
The Army has some definite key performance Parameters (KPPs) to meet for conducting decisive 
operations throughout the battle-space. For this, Army has defined four categories of messages for 
criticality assessment of the information being exchanged in relationship to the mission being performed as 
follows [14]: 

• Category I is survival information (CAT 1) 
• Category II is time sensitive work information (CAT II) 
• Category III is aggregate routine information (CAT III) 
• Category IV is non-time-sensitive information (CAT IV) 

 
Table G-1 shows the performance parameters for the Net-Ready, Mobile Throughput, and Information Dissemination. 
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Table G-1: KPP for Different Categories of Messages [14] 

 
KPP for Information 

Dissemination 
Development 

Threshold 
Development 

Objective 
Net-Ready: 
All activity interfaces, services, policy-
enforcement controls, and data-
sharing of the NC Operations and 
Warfare Reference Model and GIG 
Key Interface Profiles shall be 
satisfied to the requirements of the 
specific Joint integrated architecture 
products (including data correctness, 
data availability, and data processing), 
and information exchange 
accreditation, specified in the 
Threshold and Objective values. 

Satisfy 100 percent of interfaces; 
services; policy-enforcement 
controls; and data correctness, 
availability and processing 
requirements designated as 
enterprise-level or critical in the Joint 
integrated architecture. 

Satisfy 100 percent of interfaces; 
services; policy-enforcement 
controls; and data correctness, 
availability and processing 
requirements in the Joint integrated 
architecture. 

Mobile Throughput: Warfighter 
networks shall enable selected 
warfighters to conduct decisive 
operations throughout the battlespace 
while moving “cross-country” in a 
tactical formation 

Ground vehicles:  from 0 to 25 miles 
per hour with 256 Kbps per link 
available for user data. 
Ground vehicles:  from 0 to 50 
kilometers per hour with 256 Kbps 
per link available for user data. 

Ground vehicles:  from 0 to 45 miles 
per hour with 4 Mbps per link 
available for user data. 
Ground vehicles:  from 0 to 90 
kilometers per hour with 4 Mbps per 
link available for user data. 

Army warfighters network will provide 
a transport capability that enables 
battle command and situation 
awareness information to be 
sent/delivered to ATH manned 
platforms 

Critical survival information (CAT I) 
delivery in ≤ 5 seconds and time 
sensitive information (CAT II) in < 8 
seconds. 

Critical survival information (CAT I) 
delivery in < .5 seconds and time 
sensitive information (CAT II) in < 1 
seconds. 

Other stated Army Warfighter Networks threshold E2E latency requirements for data (QoS/Speed of Service) are: 
 

• Cat I:     ≤ 5 sec, 95% of messages, assuming 12 Kb messages 
• Cat II:    < 8 sec, 95% of messages, assuming 16 Kb messages 
• Cat III: < 30 sec, 95% of messages, assuming 16 Kb messages 
• Cat IV: < 15 Minutes, 95% of messages, assuming 16 Kb messages 

 
From the  Business Requirements Document (BRD), the 12 Kb standard message size for Cat I and 16 Kb for Cat II, & 
III traffic is specified. 

G.2.2  Data Services Performances 
Data services performances over the ASLAN and Non-ASLAN are shown in Table G-2. 
 

Table G-2: Data Services Latency, Jitter, and Packet Loss over ASLAN and Non-ASLAN [1] 
 

Performance Parameter ASLAN and Non-ASLAN 
Latency The LAN shall have the capability to transport prioritized data IP packets with no 

more than 45 ms latency E2E across the ASLAN. Latency is increased over voice IP 
packets because of the increased size of the packets (230 bytes for voice packets 
and up to 1518 bytes for data). The latency shall be achievable over any 5-minute 
measured period under congested conditions. Congested condition is defined as 100 
percent of link capacities as defined by baseline traffic engineering (25 percent 
voice/signaling, 25 percent video, 25 percent preferred data, and 25 percent best 
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effort traffic) 
Jitter There are no jitter requirements for preferred data IP packets. 
Packet Loss The LAN shall have the capability to transport prioritized data IP packets E2E with 

packet loss not to exceed configured traffic engineered (queuing) parameters. Actual 
measured packet loss across the LAN shall not exceed 0.15 percent within the 
defined queuing parameters. The packet loss shall be achievable over any 5-minute 
period measured under congested conditions. Congested condition is defined as 100 
percent of link capacities (as defined by baseline traffic engineering (25 percent 
voice/signaling, 25 percent video, 25 percent preferred data, and 25 percent best 
effort traffic). 

 

G.2.3 Voice Performances 
In addition, the performance requirements for conversational/RT audio traffic that usually requires one-way 
E2E delay less than 150-300 milliseconds needs to satisfy the subjective performance requirements of 
mean-opinion-score (MOS) per technical standards ITU-T P.862 so that speech quality is good enough to 
be clearly intelligible to the warfighters. ITU-T P.862 is the mandated technical standard in DISR. However, 
voice services performances in terms of latency, jitter, and packet loss over the ASLAN and Non-ASLAN 
are shown in Table G-3. 
 

Table G-3: Voice Latency, Jitter, and Packet Loss over ASLAN and Non-ASLAN [1] 
 

Performance Parameter ASLAN and Non-ASLAN 
Latency The LAN shall have the capability to transport voice 

IP packets, media and signaling, with no more than 6 ms latency E2E across the 
ASLAN as measured under congested conditions. Congested condition is defined as 
100 percent of link capacities as defined by baseline traffic engineering (25 percent 
voice/signaling, 25 percent video, 25 percent preferred data, and 25 percent best 
effort traffic). The latency shall be achievable over any 5-minute measured period 
under congested conditions. 

Jitter The LAN shall have the capability to transport voice IP packets E2E with no more 
than 3 ms of jitter. The jitter shall be achievable over any 5-minute measured period 
under congested conditions. Congested condition is defined as 100 percent of link 
capacities (as defined by baseline traffic engineering (25 percent voice/signaling, 25 
percent video, 25 percent preferred data, and 25 percent best effort traffic). 

Packet Loss The LAN shall have the capability to transport voice 
IP packets E2E with packet loss not to exceed configured traffic engineered 
(queuing) parameters. Actual measured packet loss across the LAN shall not exceed 
0.045 percent within the defined queuing parameters. The packet loss shall be 
achievable over any 5-minute measured period under congested conditions. 
Congested condition is defined as 100 percent of link capacities (as defined by 
baseline traffic engineering (25 percent voice/signaling, 25 percent video, 25 percent 
preferred data, and 25 percent best effort traffic). 

 
G.2.4 Video Performances 
The requirements for conversational/RT video traffic that also usually requires one-way E2E delay less than 
150-300 milliseconds for lip-synchronization needs to satisfy the subjective performance requirements of 
MOS, to be specified later, in a way that will be make live pictures clearly recognizable by the warfighters. 
However, voice services performances in terms of latency, jitter, and packet loss over the Assured Services 
Local Area Network (ASLAN) and Non-ASLAN) are shown in Table G-4. 
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Table G-4: Video Latency, Jitter, and Packet Loss over ASLAN and Non-ASLAN [1] 

 
Performance Parameter ASLAN and Non-ASLAN 

Latency The LAN shall have the capability to transport video IP packets with no more than 30 
ms latency E2E across the LAN. Latency is increased over voice IP packets because 
of the increased size of the packets (230 bytes for voice packets and up to 1518 
bytes for video). The latency shall be achievable over any 5-minute measured period 
under congested conditions. Congested condition is defined as 100 percent of link 
capacities as defined by baseline traffic engineering (25 percent voice/signaling, 25 
percent video, 25 percent preferred data, and 25 percent best effort traffic). 

Jitter The LAN shall have the capability to transport video IP packets E2E with no more 
than 30 ms of jitter. The jitter shall be achievable over any 5-minute measured period 
under congested conditions. Congested condition is defined as 100 percent of link 
capacities (as defined by baseline traffic engineering (25 percent voice/signaling, 25 
percent video, 25 percent preferred data, and 25 percent best effort traffic). 

Packet Loss The LAN shall have the capability to transport video IP packets E2E with packet loss 
not to exceed configured traffic engineered (queuing) parameters. Actual measured 
packet loss across the LAN shall not exceed 0.15 percent within the defined queuing 
parameters. The packet loss shall be achievable over any 5-minute measured period 
under congested conditions. Congested condition is defined as 100 percent of link 
capacities (as defined by baseline traffic engineering (25 percent voice/signaling, 25 
percent video, 25 percent preferred data, and 25 percent best effort traffic). 
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EXECUTIVE SUMMARY 

 
In alignment with Department of Defense Instructions (DoDI ) 8100.04, Department of Defense 
Unified Capabilities (UC),  the Army will field network infrastructure and Unified Capabilities at 
posts, camps, and stations (P/C/S) in CONUS, Europe, and Pacific.   Army UC is a secure suite 
of collaboration, real time, near-real-time, and non-real-time communications, and supporting 
services available to the Soldier and Army business user on any device, anywhere in the world. 
This suite brings together e-mail, chat, voice, video, collaboration, content management, 
discovery, applications, and records management tools under one identity in a secured 
environment.  
 
This Quality of Service (QoS) Rules-based Reference Architecture (RA) provides guidance for 
the design, development, deployment, transition to, and operational support for the Unified 
Capabilities infrastructure to meet the QoS requirements of all UC applications.  The use of this 
guidance, when developing Unified Capabilities infrastructure solutions, will ensure QoS 
standards for UC implementation are communicated to the UC implementers and UC providers.  
 
The Quality of Service Rules-based Reference Architecture (RA) outlines the left and right 
boundaries for QoS.   It outlines the Principles and Business Rules that serve as a framework 
for operational and functional components of the architecture; establishing sets of rules, 
standards and other criteria that must be followed to guide all related solution architectures and 
implementations.  This document is interim guidance that will be incorporated in the Army 
Unified Capabilities Reference Architecture v1.0, 25 September 2013. 
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1.0 Introduction 

The Quality of Service (QoS) Reference Architecture (RA) that is a part of the Army Unified 
Capabilities (UC) RA [1] provides resource assurances and service differentiations of real-time 
(RT), near-real-time (near-RT), and non-real-time (non-RT) UC applications over the network. 
Unified Capabilities support all phases of operations and convergence of the Generating and 
Operating Forces. UC connects users to enable real time communication, collaboration and 
shared situational awareness along with near-RT and non-RT applications. The integration of 
UC services will facilitate more timely delivery of emerging UC technologies and provide 
increased mission effectiveness. It should be noted that the infrastructure that is suitable for RT 
applications will be good for both near-RT and non-real-time applications because the 
performance requirements of the RT applications are much more stringent that those of the 
near-RT or non-RT applications. The current state of UC is a mix of local solutions and 
enterprise services provided by DISA as described in DoD UC Requirements (UCR) [2].  The 
DoD UCR also defines interoperability, Information Assurance, and interface requirements 
among products that provide UC.  The information assurance requirements of the UCR are 
derived from DoD Instruction (DoDI) 8500.2 [3].  

In alignment with Department of Defense Instructions (DoDI ) 8100.04 [4]  and Department of 
Defense (DoD) Unified Capabilities (UC), the Army will field network infrastructure and Unified 
Capabilities at posts, camps, and stations (P/C/S) in Continental United States (CONUS), 
Europe, and Pacific.   Army UC is a secure suite of collaboration, real time communications, and 
supporting services available to the Soldier and Army business user on any device, anywhere in 
the world. This suite brings together e-mail, chat, voice, video, collaboration, content 
management, discovery, applications, and records management tools under one identity in a 
secured environment.   

2.0 Purpose 

The requirements to provide QoS for UC on P/C/S are defined in both UCR 2008, Change 3 [2], 
DoD UCR 2013 [5], DoD UCR Framework [6], and DoD UC Master Plan [7].  The purpose of 
this QoS Reference Architecture (RA) is to convey the prerequisites and requirements to enable 
QoS in the implementation of the Army’s UC.  Quality-of-Service is defined as: 

“The ability to provide resource assurance and service differentiation in a network. Used with 
the local area network to provide different priority to traffic flows or sessions, or guarantee a 
certain level of performance to a traffic flow or session in accordance with requests from the 
application program. Quality of service is used in conjunction with traffic tagging to guarantee 
that prioritized traffic flows or sessions are given preferential treatment.”     

The key is that QoS RA ensures resources and provides service differentiation over the network 
meeting performance requirements of the UC applications in transferring the traffic between the 
sources and the destinations. This QoS RA is interim guidance and part of the overarching 
Army Unified Capabilities RA.  It serves as the primary guidance for Army organizations 
responsible for providing the infrastructure that will enable UC  on Army P/C/S’s.  This 
document directs compliance with rules that specifically address the delivery of required QoS 
capabilities to enable UC as well as identifies existing assumptions, constraints, known risks, 
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mitigation strategy and technical positions & patterns.  Where a risk mitigation strategy exists, 
that strategy will be identified with associated measures and metrics.  

3.0 UC Applications, QoS Service Classes, and Priority Levels 

The UC application services are shared over one converged Internet Protocol Multiprotocol 
Label Switching (IP-MPLS) backbone network while the access networks may consist of many 
networking technologies. All UC application services areas are grouped as follows as described 
in Army UC RA [1]:  

• Real-Time Communications (RTC) Services:  
o Voice & Video, Web Conferencing,  
o Conferencing, Collaboration & Whiteboard,  
o Media Bridging, Presence,  
o Instant Messaging (IM) & Chat,  
o Unified Messaging,  
o Calendaring & Scheduling,   
o E.164 Number Mapping (ENUM),  
o E.911 (Emergency Call),  
o Transaction Capabilities Application Part (TCAP),  
o Desktop Sharing, Short Message Service (SMS),  
o Multimedia Message Service (MMS),  
o Email,  
o Wireless Application Protocol (WAP), and  
o Location Services (Fixed/Mobile) 

• Content Management 
• Records Management 
• Team Collaboration 
• Business Process Management (BPM) 
• Web 2.0 
• Apps (Applications) 
• Portals 
• Profiles 
• Search & Discovery 
• Information Assurance 

 

Army UC RA provides the detail description of all UC applications that can be categorized 
broadly known as general service class such as Real-Time (RT), Near-Real-Time (near-RT), 
and Non-Real-Time (non-RT) from performance requirements point of view. The Internet 
Engineering Task Force (IETF), Department of Defense (DoD) UC 2008, and Global Information 
Grid (GIG) Technical Profile (GTP) for QoS [8] have also classified the applications primarily 
known as aggregate service class such as Inelastic/Real-Time, Preferred Elastic, Elastic, and 
Network Control. All of these QoS service classes and their relationships are defined and 
explained in Appendix D of this document. Appendix C of Army UC RA [1] summarizes the 
performance requirements for different categories of UC applications that consist of audio, 
video, and data along with key performance parameters (KPPs) in relationship to the mission for 
conducting decisive operations throughput the battle-space. Table 1 provides the mapping 
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between different categories of UC Applications and QoS Service Classes. In addition, a 
granular service class [8] has also been defined along with the detailed definitions in supporting 
different applications for easy understanding in applying the different QoS classes. The term 
“conference” includes both point-to-point and multipoint conferencing. So, it should be noted 
that there will also be point-to-point audio calls, point-to-point audio & video calls, point-to-point 
audio, video & data calls, multipoint audio (teleconferencing) calls, multipoint audio & video 
(videoconferencing) calls,  and multipoint audio, video & data (multimedia collaboration) calls, all 
of those have been assumed as a part of the conferencing call family. 

 

Table 1: UC Applications and QoS Service Classes Mapping 
 

UC Applications 

 

 

General 
QoS 

Class 

 

Aggregate 
Service 
Class 

 

Granular 
Service 
Class 

 

Description of Application Traffic 
(Media/Granular Service Class) 

Support  

 

UC Service 
Category 

 

 

UC 
Application 

Category 

 

 

Media 
(Traffic) 

Real-Time 
Communicati
ons (RTC) 
Services 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Voice & 
Video, Web 
Conferencing  

 

 

 

 

 

 

 

 

 

 

 

User 
Signaling 

Non-
Real-
Time 

Inelastic User 
Signaling 

User generated signaling messages, 
for example SIP requests (see 
RFC 4594). 

Audio Real-
Time 

Inelastic Voice Packetized voice services that 
require high quality connectivity with 
low packet delay, jitter and loss. 

Video Real-
Time 

Inelastic Video Like audio, packetized video services 
that require high quality connectivity 
with low packet delay, jitter and loss. 

Data: Short 
Messages 

Non-
Real-
Time 

Inelastic Short 
Messages 

Very urgent short messages that 
need minimum packet delay, jitter 
and loss. 

Data: Low 
Latency 
Application 

Non-
Real-
Time 

Preferred 
Elastic 

Low Latency 
Data 

Relatively short TCP-based 
transactions that require low packet 
loss and delay.  

Data: Large 
Files 

Non-
Real-
Time 

Preferred 
Elastic 

High 
Throughput 
Data 

Longer TCP-based file transfers that 
are more tolerant to packet 
loss and delay 

Data: Low 
Priority 
Application 

Non-
Real-
Time 

Elastic Low Priority 
Data 
(Scavenger) 

User applications that have neither 
performance guarantees nor an 
allocated capacity, can tolerate long 
duration interruption of service. 

Data: Best 
Effort/ 
Default 
Application 

Non-
Real-
Time 

Elastic Default/ Best 
Effort 

User applications that do not require 
performance guarantees, but 
do have an allocated capacity 
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Conferencing, 
Collaboration 
& Whiteboard 

 

 

 

 

User 
Signaling 

Non-
Real-
Time 

Inelastic User 
Signaling 

User generated signaling messages, 
for example SIP requests (see 
RFC 4594). 

Audio Real-
Time 

Inelastic Audio Packetized voice services that 
require high quality connectivity with 
low packet delay, jitter and loss. 

Video Real-
Time 

Inelastic Video Like audio, packetized video services 
that require high quality connectivity 
with low packet delay, jitter and loss. 

Data 

(Same as Video & Video, Web Conferencing) 

Media 
Bridging 

 

 

 

 

User 
Signaling 

Non-
Real-
Time 

Inelastic User 
Signaling 

User generated signaling messages, 
for example SIP requests (see 
RFC 4594). 

Audio Real-
Time 

Inelastic Audio Packetized voice services that 
require high quality connectivity with 
low packet delay, jitter and loss. 

Video Real-
Time 

Inelastic Video Like audio, packetized video services 
that require high quality connectivity 
with low packet delay, jitter and loss. 

Data 

(Same as Video & Video, Web Conferencing) 

Presence 

Data Non-
Real-
Time 

Inelastic Short 
Message 

Very urgent short messages that 
need minimum packet delay, jitter 
and loss. 

Instant 
Messaging 
(IM) & Chat 

Data Non-
Real-
Time 

Inelastic Short 
Messages 

Very urgent short messages that 
need minimum packet delay, jitter 
and loss. 

Unified 
Messaging 

 

 

Audio/ 
Video and 
Data 

Near-
Real-
Time 

Preferred 
Elastic 

Multimedia 
Streaming 

Packetized video services that can 
tolerate higher packet delay, jitter and 
loss than provided by the Broadcast 
Video service class. 

Data Only Non-
Real-
Time 

Inelastic Short 
Message 

Very urgent short messages that 
need minimum packet delay, jitter 
and loss. 

Calendaring & 
Scheduling   

Data Non-
Real-
Time 

Inelastic Short 
Messages 

Very urgent short messages that 
need minimum packet delay, jitter 
and loss. 

E.164 Number 
Mapping 
(ENUM) 

Data Non-
Real-
Time 

Inelastic User/ 
network 
Signaling 

User/Network generated signaling 
messages, (see RFC 4594). 

E.911 
(Emergency 
Call) 

 

 

User 
Signaling 

 

 

Same as Voice & Video, Web Conferencing 
Audio 

Video 
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Data 

Transaction 
Capabilities 
Application 
Part (TCAP) 

Data Non-
Real-
Time 

Inelastic Network 
Signaling 

Network generated signaling messages, 
(see RFC 4594). 

 

 

Desktop 
Sharing 

 

User 
Signaling 

 

 

Same as Voice & Video, Web Conferencing 
Audio 

Video 

Data 

Short 
Message 
Service (SMS) 

Data Non-
Real-
Time 

Inelastic Short 
Message 

Very urgent short messages that need 
minimum packet delay, jitter and loss. 

 

Multimedia 
Messaging  
Service 
(MMS) 

 

Audio/ 
Video and 
Data 

Near-
Real-
Time 

Preferred 
Elastic 

Multimedia 
Streaming 

Packetized video services that can 
tolerate higher packet delay, jitter and 
loss than provided by the Broadcast 
Video service class. 

Data Only Non-
Real-
Time 

Inelastic Short 
Messages 

Very urgent short messages that need 
minimum packet delay, jitter and loss. 

Email 

 

Data Non-
Real-
Time 

Elastic Default/ Best 
Effort 

User applications that do not require 
performance guarantees, but 
do have an allocated capacity. 

 

Wireless 
Application 
Protocol 
(WAP) 

 

Audio/ 
Video and 
Data 

 

 

Same as Multimedia Messaging Service (MMS) Data 

Location 
Services 
(Fixed/Mobile) 

Data Non-
Real-
Time 

Inelastic Default/ Best 
Effort 

User applications that do not require 
performance guarantees, but 
do have an allocated capacity. 

Content 
Management 

Content 
Management 

Data Non-
Real-
Time 

Elastic Default/ Best 
Effort 

User applications that do not require 
performance guarantees, but 
do have an allocated capacity 

Records 
Management 

Records 
Management 

Data Non-
Real-
Time 

Elastic Default/ Best 
Effort 

User applications that do not require 
performance guarantees, but 
do have an allocated capacity 

Team 
Collaboration 

Team 
Collaboration 

Data Only Non-
Real-
Time 

Preferred 
Elastic 

Low-Latency 
Data 

Relatively short TCP-based transactions 
that require low packet 
loss and delay 

Business 
Process 
Management 
(BPM) 

Business 
Process 
Management 
(BPM) 

Data Non-
Real-
Time 

Elastic Default/ Best 
Effort 

User applications that do not require 
performance guarantees, but 
do have an allocated capacity 

Web 2.0 Web 2.0 

Audio/ 
Video and 
Data 

Near-
Real-
Time 

Preferred 
Elastic 

Multimedia 
Streaming 

Packetized video services that can 
tolerate higher packet delay, jitter and 
loss than provided by the Broadcast 
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Video service class. 

Data Only Non-
Real-
Time 

Inelastic Short 
Messages 

Very urgent short messages that need 
minimum packet delay, jitter and loss. 

Apps 
(Applications) 

Apps 
(Applications) 

Data Non-
Real-
Time 

Preferred 
Elastic 

Multimedia 
Streaming 

Packetized video services that can 
tolerate higher packet delay, jitter and 
loss than provided by the Broadcast 
Video service class. 

Portals Portals 

Data Non-
Real-
Time 

Inelastic Short 
Messages 

Very urgent short messages that need 
minimum packet delay, jitter and loss. 

 Profiles  Profiles 

Data Non-
Real-
Time 

Preferred 
Elastic 

Multimedia 
Streaming 

Packetized video services that can 
tolerate higher packet delay, jitter and 
loss than provided by the Broadcast 
Video service class. 

Search & 
Discovery 

Search & 
Discovery 

Data Non-
Real-
Time 

Inelastic Short 
Messages 

Very urgent short messages that need 
minimum packet delay, jitter and loss. 

Information 
Assurance 

Information 
Assurance 

Data Non-
Real-
Time 

Preferred 
Elastic 

Multimedia 
Streaming 

Packetized video services that can 
tolerate higher packet delay, jitter and 
loss than provided by the Broadcast 
Video service class. 

Broadcast 
Video* 

Broadcast 
Video 

Audio/ 
Video 

Near-
Real-
Time 

Inelastic Broadcast 
Video 

For inelastic traffic flows intended for 
high quality, broadcast video and audio 
transmission. 

Network 
Control 
Application* 

Network 
Control 
Application* 

Data Non-
Real-
Time 

Network 
Control 

Network 
Control 

Network generated signaling messages, 
for example routing table updates. 

Operation, 
Administratio
n & 
Maintenance 
(OA&M) 
Application* 

Operation, 
Administration 
& 
Maintenance 
(OA&M)* 

Data Non-
Real-
Time 

Preferred 
Elastic 

OA&M Applications used for monitoring and 
controlling status of network 
Devices. 

*  UC applications (To be Described) 

Table 2 describes the one-way end-to-end performance objectives [2] for the Granular Service 
Class applications in terms of end-to-end delay, end-to-end packet loss, and end-to-end delay 
jitter. It should be noted that best effort, signaling, network control, and low priority traffic 
aggregate service classes do not have performance objectives. 

Table 2: Granular Service Performance Objectives 
Granular Service 

Class 
End-to-End Latency 

(milliseconds) 

End-to-End Packet 
Loss 

(%) 

End-to-End Delay 
Jitter 

(milliseconds) 

Short Messaging 1000 0.5 - 

Voice** 
(Assured/Non-

220/250 1/1 20/20 
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Assured) 

Multimedia 
Conferencing  
(Voice/Video** only) 

220 1 20 

Broadcast Video 
(Voice/Video only) 

1000 0.1 - 

Multimedia Streaming 
(Voice/Video** only) 

250 1 20 

Low Latency Data: 
IM/Chat, Presence 

300 1 - 

High Throughput Data 300 1 - 

** Video delay requirements seem to be very stringent based on available commercial video 
codecs that are used per ITU-T H.xxx-series video standards. 

 

Army UC services are required to be delivered in accordance with different priority levels with 
assured connectivity. The assured service – session initiation protocol (AS-SIP) signaling 
messages have the standardized mechanisms for indicating different priority levels at the time 
of call setups. Accordingly, audio, video, and data for multimedia conferencing are delivered 
using the Multi-Level Precedence and Preemption (MLPP) [2] over the LANs, access networks, 
and IP/MPLS backbone network on end-to-end. This MLPP-based services are known as the 
Precedence-based Assured Services (PBAS) [2] with 5 priority levels as indicated in Table 3. 

Table 3: MLPP Levels 
Precedence 

Level 
Abbreviation Priority Order Priority Order 

Level Indicator 

FLASH 
OVERRIDE 

FO Highest Priority 0 

FLASH F 2nd  Level  1 

IMMEDIATE I 3rd Level 2 

PRIORITY P 4th Level 3 

ROUTINE R Lowest Level 4 

 

Interestingly, UC applications/services that consist of different media will have different 
priority/precedence levels. Table 4 depicts the precedent levels of different UC 
applications/services consisting of different media that are mapped to different general QoS 
classes, aggregate service classes, and granular service classes. 
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Table 4: UC Applications/Services Priority/Precedence Levels  
 

UC Applications 

 

 

General QoS 
Class 

 

Aggregate 
Service Class 

 

Granular 
Service Class 

 

Priority/ 
Precedence 

UC Service 
Category 

UC 
Application 
Category 

Media  
(Traffic) 

Real-Time 
Communications 
(RTC) Services 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Voice & Video, 
Web 
Conferencing  

 

 

 

 

 

 

 

 

 

 

 

User Signaling Non-Real-Time Inelastic User Signaling Not Applicable 

Audio Real-Time Inelastic Voice FO, F, I, P, R 

Video Real-Time Inelastic Video FO, F, I, P, R 

Data: Short 
Messages 

Non-Real-Time Inelastic Short 
Messages 

FO 

Data: Low 
Latency 
Application 

Non-Real-Time Preferred Elastic Low Latency 
Data 

FO, F, I, P, R 

Data: Large 
Files 

Non-Real-Time Preferred Elastic High 
Throughput 
Data 

FO, F, I, P, R 

Data: Low 
Priority 
Application 

Non-Real-Time Elastic Low Priority 
Data 
(Scavenger) 

Not Applicable 

Data: Best 
Effort/ Default 
Application 

Non-Real-Time Elastic Default/ Best 
Effort 

Not Applicable 

Conferencing, 
Collaboration & 
Whiteboard 

 

 

User Signaling Non-Real-Time Inelastic User Signaling Not Applicable 

Audio Real-Time Inelastic Audio FO, F, I, P, R 

Video Real-Time Inelastic Video FO, F, I, P, R 

Data Same as Voice & Video, Web Conferencing 

Media Bridging 

User Signaling Non-Real-Time Inelastic User Signaling Not Applicable 

Audio Real-Time Inelastic Audio FO, F, I, P, R 

Video Real-Time Inelastic Video FO, F, I, P, R 

Presence 
 

Data Non-Real-Time Inelastic Short 
Messages 

FO 

Instant 
Messaging (IM) 
& Chat 

Data Non-Real-Time Inelastic Short 
Messages 

FO 

Unified 
Messaging 

Audio/ Video 
and Data 

Near-Real-
Time 

Preferred Elastic Multimedia 
Streaming 

FO, F, I, P, R 
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Data Only Non-Real-Time Inelastic Short 
Messages 

FO 

Calendaring & 
Scheduling   

Data Non-Real-Time Inelastic Short 
Messages 

FO 

E.164 Number 
Mapping 
(ENUM) 

Data Non-Real-Time Inelastic User/ network 
Signaling 

Not Applicable 

E.911 
(Emergency 
Call) 

 

 

User Signaling  

 

Same as Voice & Video, Web Conferencing 

Audio 

Video 

Data 

Transaction 
Capabilities 
Application Part 
(TCAP) 

Data Non-Real-Time Inelastic Network 
Signaling 

Not Applicable 

 

 

Desktop 
Sharing 

 

User Signaling  

 

Same as Voice & Video, Web Conferencing 

Audio 

Video 

Data 

Short Message 
Service (SMS) 

Data Non-Real-Time Inelastic Short Message FO 

 

Multimedia 
Messaging  
Service (MMS) 

 

Audio/ Video 
and Data 

Near-Real-
Time 

Preferred Elastic Multimedia 
Streaming 

FO, F, I, P, R 

Data Only Non-Real-Time Inelastic Short 
Messages 

FO 

Email 

 

Data Non-Real-Time Elastic Default/ Best 
Effort 

Not Applicable 

 

Wireless 
Application 
Protocol (WAP) 

 

Audio/ Video 
and Data 

 

Same as Multimedia Messaging  Service (MMS) 
Data 

Location 
Services 
(Fixed/Mobile) 

Data Non-Real-Time Inelastic Default/ Best 
Effort 

Not Applicable 

Content 
Management 

Content 
Management 

Data Non-Real-Time Elastic Default/ Best 
Effort 

Not Applicable 

Records 
Management 

Records 
Management 

Data Non-Real-Time Elastic Default/ Best 
Effort 

Not Applicable 

Team 
Collaboration 

Team 
Collaboration 

Data Only Non-Real-Time Preferred Elastic Low-Latency 
Data 

FO 



 

16 
 

Quality of Service Rules Based Architecture – Appendix H 
 

 

Business 
Process 
Management 
(BPM) 

Business 
Process 
Management 
(BPM) 

Data Non-Real-Time Elastic Default/ Best 
Effort 

FO 

Web 2.0 

 

 

Web 2.0 

 

 

Audio/ Video 
and Data 

Near-Real-
Time 

Preferred Elastic Multimedia 
Streaming 

FO, F, I, P, R 

Data Only Non-Real-Time Inelastic Short 
Messages 

FO 

Apps 
(Applications) 

Apps 
(Applications) 

Data Non-Real-Time Preferred Elastic Multimedia 
Streaming 

FO, F, I, P, R 

Portals Portals 
Data Non-Real-Time Inelastic Short 

Messages 
FO 

 Profiles  Profiles 
Data Non-Real-Time Preferred Elastic Multimedia 

Streaming 
FO, F, I, P, R 

Search & 
Discovery 

Search & 
Discovery 

Data Non-Real-Time Inelastic Short 
Messages 

FO 

Information 
Assurance 

Information 
Assurance 

Data Non-Real-Time Preferred Elastic Multimedia 
Streaming 

FO, F, I, P, R 

Broadcast Video* 
Broadcast 
Video 

Audio/ Video Near-Real-
Time 

Inelastic Broadcast 
Video 

Not Applicable 

Network Control 
Application* 

Network 
Control 
Application* 

Data Non-Real-Time Network Control Network 
Control 

Not Applicable 

Operation, 
Administration & 
Maintenance 
(OA&M) 
Application* 

Operation, 
Administration 
& Maintenance 
(OA&M)* 

Data Non-Real-Time Preferred Elastic OA&M Not Applicable 

4.0 Intended Audience and Use 

Like Army UC RA, the QoS RA is also applicable for both Continental and Outside United 
States (CNOUS/OCUNS). The same UC services can be used both for the fixed and the tactical 
2nd /3rd /4th generation (2G/3G/4G) cellular mobile network along with interworking between IP 
and Time Division Multiplexing (TDM) networks, but UC architecture is yet to be developed for 
the mobile ad hoc network (MANET). At present, the intended audience for this QoS RA 
guidance is Network Enterprise Technology Command (NETCOM) – 9th Signal Command (9th 
SC), 7th Army Signal Command Theater (7 SC (T)), the Program Executive Office (PEO) and 
designated Program Manager (PM), Defense Information Systems Agency (DISA) and the 
CIO/G6 Resource Manager (RM) whom together ensure the delivery of QoS for Army Unified 
Capabilities solutions.  Table 5 below lists the primary stakeholders and their roles and 
responsibilities. 
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Table 5: QoS Roles and Responsibilities  
Role Responsibilities 

DISA Maintenance and sustainment associated  the 
Defense Information Systems Network (DISN) 
back bone and edge service provider to support 
UC for three specific configurations, 
Parent/Stand Alone, Aggregation/Parent and 
Aggregated/Child site.  
 

CIO/G6 Development QoS for Army UC plan for all real-
time, near-real-time, and non-real-time UC 
services offered by Army LandWarNet (LWN), 
DISN, and others including Joint services. 
 

CIO/G6 RM Allocate funding needed to implement UC.  
 

Army/G3/5/7 Establish mission requirements and 
criticality/prioritization of installations. 
 

Network Enterprise Technology Command 
(NETCOM), 7th  Army Signal Command  
(SC) 

Develop and provide technical guidance for UC.  
Provide guidance for QoS requirements on 
existing equipment. 
 

PEO, PM Implement QoS during the implementation and 
of fielding new UC equipment.   
 

 

A rules-based architecture is founded on enterprise guiding principles that describe a desired 
strategic outcome.  To achieve that outcome, a series of rules are identified to meet the intent of 
the guiding principles.  The rules are directive by nature and must be conformed with and 
enforced. However, based on the fidelity and depth of information available, certain 
assumptions may be required as well as consideration for known constraints that may impact 
full compliance with a given rule.  From these assumptions and constraints a rules-based 
architecture documents any inherent risk (if it exists) in meeting the intent of the rule and thus 
impact an organizations ability to conform with a rule. If a risk is identified, a corresponding risk 
mitigation strategy is required.   

To achieve the desired QoS in support of UC, guiding principles and associated rules have 
been established  to achieve QoS are listed in Section 5 of this document.  Associated with 
each rule are identified risks, risk mitigation strategies and how risk mitigation (or rule 
compliance) will be measured.  The assumptions and constraints associated with each rule are 
listed in Section 5 along with a full description of each rule. For further understanding of UC 
implementation objectives, Section 6 describes high-level UC implementation patterns.  
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5.0 Unified Capabilities QoS Principles and Business Rules 

5.1 QoS Principles and Rules 

The quality-of-service (QoS) needs to be managed across all communications infrastructures in 
order to meet the end-to-end QoS requirements of all UC applications (real-time, non-real-time, 
and near-real-time).  The calls being controlled by the UC applications (servers) go over 
different segments of the network between the sources and destinations. In the case of assured 
service – session initiation (AS-SIP) multimedia collaboration calls, call control signaling traffic 
goes via the application servers that are controlling the calls while media (audio, video, and 
data) go between the sources and the destinations directly over the network. Both AS-SIP call 
signaling traffic and media traffic have different QoS requirements. Even each medium of like 
audio, video, or data application of a given AS-SIP call has also different QoS requirements. 
However, both call signaling and media traffic go through the same path for the non-real-time 
data applications and QoS requirements for the non-real-time data applications are much less 
stringent from those of the audio or video. 

As explained earlier, each UC application has certain end-to-end QoS requirements. When 
each call/medium traverses over the network, it passes over the several segments of the 
communications infrastructure  in the end-to-end path that may consist of data center, 
ingress/egress local area network (LAN), ingress/egress access network, and backbone 
network as depicted in Figure 1.  

 

  

Figure 1: Overview of Different Segments of UC Communications Infrastructure 
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Accordingly, there are only two primary QoS service areas: UC Application QoS Management 
and UC Infrastructure QoS Management while the infrastructure QoS area can further be 
subdivided as follows: 

• Data Center QoS Management 
• Ingress/Egress LAN QoS Management 
• Ingress/Egress  Access Network QoS Management 
• IP/MPLS Backbone Network QoS Management 

An important observation is that the UC applications that are residing inside the application 
servers of the data center are controlling QoS policies and store the QoS policy in the QoS 
policy server. In turn, the QoS policy server distribute the QoS policies to all infrastructure 
segments for making QoS policy decisions and enforcements. Sometimes, QoS policies of the 
policy server are also provisioned on behalf of the applications. The QoS policies and invocation 
of QoS services over different infrastructure segments by different functional entities at the time 
of call setups for different UC applications are shown in Appendix A of this document. 

Table 6 depicts the UC QoS Service Areas that are mapped to “operational” guiding principles 
and rules described in the QoS RA. It should be noted that these are the subsets of the global 
DoD rules and principles described in DoD IEAv2.0 in relation to the UC services. Appendixes F 
and G of Army UC RA [1] describe the detailed mapping of UC capabilities and performance 
requirements, respectively. The key that QoS needs to be managed on end-to-end basis across 
all segments in meeting the needs of all UC applications.  

Table 6: Mapping between UC QoS Service Area and QoS Guiding Principles and Rules 

QoS Service Area to Guiding Principle Mapping 

 UC Application 
QoS 

Management 
Principles 

UC Infrastructure QoS Management Areas and Rules 

Data Center 
QoS 

Management 
Service Area 

Ingress/ 
Egress LAN 

QoS 
Management 
Service Area 

Ingress/ Egress 
Access Network 

QoS 
Management 
Service Area 

IP/MPLS 
Backbone 

Network QoS 
Management 
Service Area 

 

Rules for Respective Service Areas Corresponding to Each Principle 

QoS 
Guiding 
Principles 

(P1) 

All Army 
communications 
infrastructures 
together must 
ensure to meet 
end-to-end QoS 

(R1) 

Data Center 
QoS and 
Performance 

(R2) 

Ingress/ 
Egress LAN 
QoS and 
Performance 

(R3) 

Ingress/ Egress 
Access Network 
QoS and 
Performance 

(R4) 

IP/MPLS 
Backbone 
Network QoS 
and Performance 
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and 
performance 
requirements of 
all UC 
applications 
(real-time, near-
real-time, and 
non-real-time)  
applications 

(P2) 

QoS Policy 

(R5) 

Data Center 
QoS Policy 

(R6) 

Ingress/Egress 
LAN QoS 
Policy 

(R7) 

Ingress/ Egress 
Access Network 
QoS Policy 

(R8) 

IP/MPLS 
Backbone 
Network QoS 
Policy 

(P3) 

Availability/ 
Reliability 

(R9) 

Data Center 
Availability/ 
Reliability 

(R10) 

Ingress/Egress 
LAN 
Availability/ 
Reliability 

(R11) 

Ingress/ Egress 
Access Network 
Availability/ 
Reliability 

(R12) 

IP/MPLS 
Backbone 
Network 
Availability/ 
Reliability 

(P4) 

Traffic 
Prioritization 

(R13) 

Data Center 
Traffic 
Prioritization 

(R14) 

Ingress/Egress 
LAN Traffic 
Prioritization 

(R15) 

Ingress/ Egress 
Access Network 
Traffic 
Prioritization 

(R16) 

IP/MPLS 
Backbone 
Network Traffic 
Prioritization 

(P5) 

QoS Policy 
Decision Point 
(PDP) and QoS 
Policy 
Enforcement 
Point (PEP) 

(R17) 

Data Center 
QoS PDP and 
PEP 

(R18) 

Ingress/Egress 
LAN QoS PDP 
and PEP 

(R19) 

Ingress/ Egress 
Access Network 
QoS PDP and 
PEP 

(R20) 

IP/MPLS 
Backbone 
Network QoS 
PDP and PEP 

(P6) 
 

Dynamic 
Bandwidth 
Allocation  

(R21) 

Data Center 
Dynamic 
Bandwidth 
Allocation 

(R22) 

Ingress/Egress 
LAN Dynamic 
Bandwidth 
Allocation 

(R23) 

Ingress/ Egress 
Access Network 
Dynamic 
Bandwidth 
Allocation 

(R24) 

IP/MPLS 
Backbone 
Network Dynamic 
Bandwidth 
Allocation 
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(P7) 
 

Services 
Differentiation 
based on traffic 
categories 

(R25) 

Data Center 
Services 
Differentiation 

(R26) 

Ingress/Egress 
LAN Services 
Differentiation 

(R27) 

Ingress/ Egress 
Access Network 
Services 
Differentiation 

(R28) 

IP/MPLS 
Backbone 
Network Services 
Differentiation 

(P8) 

 
Traffic 
Aggregation 

(R29) 

 
Data Center 
Traffic 
Aggregation 

(R30) 

 
Ingress/Egress 
LAN Traffic 
Aggregation 

(R31) 

 
Ingress/ Egress 
Access Network 
Traffic 
Aggregation 

(R32) 

 
IP/MPLS 
Backbone 
Network Traffic 
Aggregation 

5.2 Description of QoS Principles and Rules 

We have stated the overall general QoS principles to meet the QoS and performance needs for each 
media of the UC applications which will traverse over different infrastructure segments such as data 
center, ingress/egress LANs, ingress/egress access networks, and IP/MPLS backbone network 
between the source-destination paths. Based on these global principles, we have also formulated the 
individual business rules for each of these QoS principles of each QoS management service area. 
However, further clarifications for each of these principles and rules need to be provided, and Table 7 
provides detailed explanations for each principle and its corresponding rules. IP may run over the 
lower physical transport networks like TDM/ISDN, Synchronous Optical Network (SONET), fiber optic, 
Dense Wavelength Division Multiplexing (DWDM) and others, and the term network infrastructure or 
IP network may also indicate of these networks together. 

 

Table 7: Description of Business Principles and Rules 
 

Principle 

 

 

Rule 

 

Principle 

 

 

Description 

 

Description 

 

Description 

 

Description 

 

Description 

 

(P1) 
All Army 
communications 
Infrastructures 
together must 
ensure to meet 

 

Each individual 
infrastructure 
segment that 
consists of the 
Army end-to-end 
communications 

 

(R1) Data Center QoS 
and Performance: 

 

All UC application 

 

(R2) 
Ingress/Egress 
LAN QoS and 
Performance: 

 

(R3) Ingress/ 
Egress access 
network QoS 
and 
Performance: 

 

(R4) IP/MPLS 
QoS and 
Performance: 
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end-to-end QoS 
and 
performance 
requirements of 
all UC 
applications 
(real-time, near-
real-time, and 
non-real-time)  
applications 

infrastructure must 
meet or exceed its 
own part of QoS 
and performance 
requirements (e.g. 
delay, packet loss, 
delay jitter [if any]) 
for each media of 
each UC 
application. The 
end-to-end QoS 
performances 
consisting of all 
individual 
infrastructure 
segments together 
must meet or 
exceed the 
requirements as 
shown in Table 2 of 
this document and 
Appendix G of 
Army UC RA. 

servers (Apps) that only 
control the call signaling 
(e.g. AS-SIP Apps) must 
determine the end-to-end 
QoS and performance 
requirements and 
allocate the same per 
each infrastructure 
segment on the end-to-
end path for each media 
of the call and store this 
information in the QoS 
policy server. All UC 
Apps that handle both 
call signaling and media 
(e.g. AS-SIP Media App) 
must maintain the QoS 
and performances 
allocated for its 
infrastructure segment 
for each media of the call 
per QoS policy obtained 
from the QoS server. 
 
The real-time UC 
applications (e.g. Voice, 
Video, and Web 
Conferencing, 
Conferencing, 
Collaboration & 
Whiteboard), the session 
controllers (e.g. 
LSCs/MFSSs/WAN SSs) 
must invoke the 
appropriate QoS and 
performances per QoS 
policy obtained from the 
QoS policy server in their 
respective segments 
controlled by them at the 
time of the call setup and 
pass this information to 
the IP routers for QoS 
decisions and 
enforcements. Similar is 
the case for the near-
real-time UC applications 
(e.g. multimedia 
messaging, multimedia 
streaming, and broadcast 
video). 
 
The non-real-time UC 
applications that have 
certain performance 
requirements must 
maintain the QoS and 
performances allocated 
for its infrastructure 
segment for each media 
of the call per QoS policy 
obtained from the QoS 
server. Nothing needs to 
be done for the non-real-
time UC applications that 
do not have any QoS 
and performance 

 

The respective 
Ingress/Egress 
LAN segments in 
the source 
destination path of 
each media of 
each UC 
application must 
maintain that the 
total traffic load of 
each LAN must not 
exceed or remain 
below the 
threshold as 
dictated by QoS 
policy for 
maintaining the 
end-to-end QoS 
and performance 
requirements. 

 

The respective 
Ingress/Egress 
access network 
segments in the 
source 
destination path 
of each media of 
each UC 
application must 
maintain that the 
total traffic load 
of each access 
network 
segment must 
not exceed or 
remain below 
the threshold as 
dictated by QoS 
policy for 
maintain the 
end-to-end QoS 
and performance 
requirements 
even if the 
bandwidth is 
allocated 
dynamically, 
quasi-
dynamically, or 
priori-
provisioned. 

The backbone 
IP/MPLS 
backbone 
network 
segments in the 
source 
destination path 
of each media of 
each UC 
application must 
maintain that the 
total traffic load 
of the end-to-
end segment of 
the backbone 
network must 
not exceed or 
remain below 
the threshold as 
dictated by QoS 
policy for 
maintain the 
end-to-end QoS 
and performance 
requirements 
when DSCPs 
are used. 
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requirements. 

 

(P2) 
QoS Policy 

 

The QoS policy 
must be devised for 
providing MLPP-
based five 
precedence levels 
such as FLASH 
OVERRIDE (FO), 
FLASH (F), 
IMMEDIATE (I), 
PRIORITY (P), and 
ROUTINE (R) 
shown in Table 3 of 
this document for 
each media of each 
UC application at 
the time of call 
setups. In addition, 
the QoS and 
performance 
requirements (e.g. 
delay, packet loss, 
and delay jitter [if 
any]) for each 
media of each UC 
application in each 
infrastructure 
segment must be 
decided based on 
QoS policy. All QoS 
policies must be 
distributed in all 
infrastructure 
components by the 
QoS policy server 
where QoS policies 
are stored through 
provisioning of UC 
services or by UC 
applications 
dynamically. 

 

(R5) Data Center QoS 
Policy: 

 

All UC application 
servers (e.g. AS-SIP 
Apps) must invoke the 
appropriate MLPP-based 
precedence levels such 
as FLASH OVERRIDE 
(FO), FLASH (F), 
IMMEDIATE (I), 
PRIORITY (P), or 
ROUTINE (R) shown in 
Table 3 for each media 
as dictated by the QoS 
policy. 

 

(R6) Ingress/ 
Egress LAN QoS 
Policy: 

 

The respective 
Ingress/Egress 
LAN segments in 
the source 
destination path of 
each media of 
each UC 
application must 
employ the 
appropriate priority 
services (e.g. 
priority queuing) 
that corresponds to 
the appropriate 
MLPP-based 
precedence levels 
such as FLASH 
OVERRIDE (FO), 
FLASH (F), 
IMMEDIATE (I), 
PRIORITY (P), or 
ROUTINE (R) 
shown in Table 3 
in serving the 
media over the 
LAN as dictated by 
the QoS policy of 
the serving 
application. 

 

(R7) Ingress/ 
Egress Access 
Network QoS 
Policy: 

 

The respective 
Ingress/Egress 
access network 
segments in the 
source 
destination path 
of each media of 
each UC 
application must 
employ the 
appropriate 
priority services 
(e.g. priority 
queuing) that 
corresponds to 
the appropriate 
MLPP-based 
precedence 
levels such as 
FLASH 
OVERRIDE 
(FO), FLASH 
(F), IMMEDIATE 
(I), PRIORITY 
(P), or ROUTINE 
(R) shown in 
Table 3 in 
serving the 
media over the 
access network 
as dictated by 
the QoS policy 
of the serving 
application. 

 

(R8) IP/MPLS 
Backbone 
Network QoS 
Policy: 

 

The backbone 
IP/MPLS 
backbone 
network 
segments in the 
source 
destination path 
of each media of 
each UC 
application must 
invoke the 
DSCP that 
corresponds to 
the appropriate 
MLPP-based 
precedence 
levels such as 
FLASH 
OVERRIDE 
(FO), FLASH 
(F), IMMEDIATE 
(I), PRIORITY 
(P), or ROUTINE 
(R) shown in 
Table 3 in 
serving the 
media over the 
source-
destination 
backbone 
network 
segment as 
dictated by the 
QoS policy of 
the serving 
application. 

 

(P3) 
Availability/ 
Reliability 

 

Each individual 
infrastructure 
segment that 
consists of the 
Army end-to-end 
communications 
infrastructure must 
meet or exceed its 
own part of 
availability/reliability 
requirements. The 
end-to-end 
availability/reliability 
of 99.99% or better 
consisting of all 
individual 
infrastructure 

 

(R9) Data Center 
Availability/ Reliability: 

 

The appropriate level of 
redundancy and backup 
needs to be provisioned 
for each UC application 
server, each session 
controller (e.g. LSC, 
MFSS, WAN SS), and 
each policy server 
including QoS that meets 
or exceeds 99.999% so 
that the overall reliability 
for the end-to-end path 

 

(R10) Ingress/ 
Egress LAN 
Availability/ 
Reliability: 

 

The appropriate 
level of 
redundancy and 
backup needs to 
be provisioned for 
each 
ingress/egress 
LAN segment that 
meets or exceeds 
99.999% so that 

 

(R11) 
Ingress/Egress 
Access 
Network 
Availability/ 
Reliability: 

 

The appropriate 
level of 
redundancy and 
backup needs to 
be provisioned 
for each 
ingress/egress 
access network 

 

(R12) IP/MPLS 
Backbone 
Network 
Availability/ 
Reliability: 

 

The appropriate 
level of 
redundancy and 
backup needs to 
be provisioned 
for the IP/MPLS 
backbone 
network 
segment 
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segments together 
must meet or 
exceed the 
requirements as 
shown in Appendix 
G of Army UC RA. 

meeting or exceeding 
99.99%. 

Note: Non-Assured 
Services (Non-AS) LAN 
(Non-ASLAN) may have 
a little less stringent 
availability/reliability. 

the overall 
reliability for the 
end-to-end path 
meeting or 
exceeding 99.99%. 

segment 
configured with 
routers and links 
that meets or 
exceeds 
99.999% so that 
the overall 
reliability for the 
end-to-end path 
meeting or 
exceeding 
99.99%. 

consisting with 
source-
destination path 
and configured 
with routers and 
links that meets 
or exceeds 
99.999% so that 
the overall 
reliability for the 
end-to-end path 
meeting or 
exceeding 
99.99%. 

 

(P4) 
Traffic 
Prioritization 

 

Traffic prioritization 
needs to be used in 
all infrastructure 
segments as 
applicable 
differentiating 
between different 
priority levels 
because it will 
expedite in meeting 
performance 
requirements 
especially for real-
time/inelastic traffic 
of UC applications. 
For example, five 
levels of priority 
queuing such as 
First-In-First-Out 
(FIFO), Weighted 
Fair Queuing 
(WFQ), Custom 
Queuing (CQ), 
Priority Queuing 
(PQ), and Class-
Based WFQ (CB-
WFQ) must be 
used whenever 
possible. The 
hardware-based 
queue mechanisms 
defined by DoD 
Class-of-Service 
(CoS)/QoS 
Working Group 
(WG) should also 
be implemented if 
possible. 

 

(R13) Data Center 
Traffic Prioritization:  

 

Each UC server (e.g. 
App, LSC/MFSS/WAN 
SS, Policy App) whether 
deals with only signaling 
or both signaling and 
media must be capable 
to implement the desired 
priority queuing 
mechanisms (e.g. FIFO, 
WFQ, CQ, PQ, and CB-
WFQ) and DoD CoS for 
traffic prioritization for 
invoking MLPP-based 
precedent levels (FO, F, 
I, P, R) shown in Table 3 
as dictated by the QoS 
policy. 

 

(R14) Ingress/ 
Egress LAN 
Traffic 
Prioritization:  

 

Each 
Ingress/Egress 
LAN segment, that 
consists of routers 
and links, in the 
source destination 
path of each media 
of each UC 
application must 
be capable to 
implement the 
desired priority 
queuing 
mechanisms (e.g. 
IEEE 802.1X) for 
traffic prioritization 
for invoking MLPP-
based precedent 
levels (FO, F, I, P, 
R) shown in Table 
3 as dictated by 
the QoS policy. 

 

(R15) Ingress/ 
Egress Access 
Network Traffic 
Prioritization: 

 

Each 
Ingress/Egress 
access network 
segment, that 
consists of 
routers and 
links, in the 
source 
destination path 
of each media of 
each UC 
application must 
be capable to 
implement the 
desired priority 
queuing 
mechanisms 
(e.g. FIFO, 
WFQ, CQ, PQ, 
and CB-WFQ) 
and DoD CoS 
for traffic 
prioritization for 
invoking MLPP-
based precedent 
levels (FO, F, I, 
P, R) shown in 
Table 3 as 
dictated by the 
QoS policy. 

 

(R16) IP/ MPLS 
Backbone 
Network Traffic 
Prioritization: 

 

The backbone 
IP/MPLS 
backbone 
network 
segments in the 
source 
destination path 
of each media of 
each UC 
application must 
be provisioned 
to implement the 
traffic 
prioritization for 
invoking MLPP-
based precedent 
levels (FO, F, I, 
P, R) shown in 
Table 3 as 
dictated by the 
QoS policy. 

 

(P5) 
QoS Policy 
Decision Point 
(PDP) and QoS 
Policy 
Enforcement 
Point (PEP) 

 

The individual 
infrastructure 
functional entities  
such as UC 
application servers, 
session controllers 
(e.g. Local Session 
Controllers 
[LSCs]/Multi-

 

(R17) Data Center QoS 
PDP and PEP: 

 

All UC application 
servers (Apps), session 
controllers, and routers 
of the data center must 

 

(R18) Ingress/ 
Egress LAN QoS 
PDP and PEP: 

 

PDP and PEP 
mechanisms are 
not applicable over 

 

(R19) Ingress/ 
Egress Access 
Network QoS 
PDP and PEP: 

 

All routers of the 
ingress/egress 

 

(R20) IP/ MPLS 
Backbone 
Network  

QoS PDP and 
PEP: 
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Function Soft-
Switches 
[MFSSs]/Wide Area 
Network Soft-
Switches [WAN 
SSs]) and routers 
must retrieve the 
QoS policies from 
the QoS policy 
server and store 
them in the policy 
decision point 
(PDP). If QoS 
policies are 
distributed by the 
QoS policy server, 
those QoS policies 
need to be stored 
in the PDP. Once 
the QoS and 
performance 
parameters are 
available, the 
individual 
infrastructure 
functional entity 
must enforce the 
QoS in the policy 
enforcement point 
(PEP). 

have PDP and PEP 
capability per IETF 
standards related to QoS 
policy. 

LAN segment. access network 
must have PDP 
and PEP 
capability per 
IETF standards 
related to QoS 
policy. 

All routers of the 
IP/MPLS 
backbone 
network must 
have PDP and 
PEP capability 
per IETF 
standards 
related to QoS 
policy. 

 

(P6) 
Dynamic 
Bandwidth 
Allocation  

 

The ingress/egress 
access network 
must be capable to 
reserve bandwidth 
on demand (e.g. 
resource 
reservation 
protocol [RSVP]) to 
meet the bandwidth 
requirements in its 
own infrastructure 
segment based on 
QoS policy for 
scalability.  

 

(R21) Data Center 
Dynamic Bandwidth 
Allocation: 

 

The routers that connect 
the data center to the 
backbone network must 
have the capability to 
reserve the bandwidth 
dynamically (e.g. RSVP) 
in addition to other 
capabilities (e.g. DSCPs, 
Pre-provisioned QoS) as 
per QoS policy for 
scalable use of the 
access network 
bandwidth. 

 

(R22)No  Ingress/ 
Egress LAN 
Dynamic 
Bandwidth 
Allocation: 

 

The ingress/egress 
LANs do not need 
to have this 
capability as no 
mechanisms exist 
in LANs for 
implementing of 
dynamic QoS. 

 

(R23) Ingress/ 
Egress Access 
Network 
Dynamic 
Bandwidth 
Allocation: 

 

 

The routers of 
the 
ingress/egress 
access networks 
must have the 
capability to 
reserve the 
bandwidth 
dynamically (e.g. 
RSVP) in 
addition to other 
capabilities (e.g. 
DSCPs, Pre-
provisioned 
QoS) as per 
QoS policy for 
scalable use of 
the access 
network 
bandwidth. 

 

(R24)No  IP/ 
MPLS 
Backbone 
Network  
Dynamic 
Bandwidth 
Allocation: 

 

 

The DiffServ-
based IP/MPLS 
backbone 
network must 
provide 
interworking 
between RSVP 
and DSCP in 
transferring 
media between 
the ingress and 
egress access 
network if RSVP 
is used in the 
access networks 
(although the 
backbone 
network will not 
implement any 
bandwidth 
dynamically [e.g. 
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RSVP]). 

 

(P7) 
Services 
Differentiation 
based on traffic 
categories 

 

The IP/MPLS 
backbone network 
must be 
provisioned using 
the DSCPs for 
each media of each 
UC application 
based on the 
precedence levels 
as shown in Table 
4 of this document. 
If RSVP is used in 
the access 
networks, the 
mapping between 
the RSVP and 
DSCPs must be 
provided in the 
ingress/egress 
backbone network 
nodes. 

 

(R25) Data Center 
Services 
Differentiation: 

 

The routers that connect 
the data center to the 
backbone network may 
implement DSCPs as per 
QoS policy although it 
may not efficient use of 
the access network 
bandwidth. 

 

(R26) No Ingress/ 
Egress LAN 
Services 
Differentiation: 

 

The ingress/egress 
LANs do not need 
to have this 
capability as no 
mechanisms exist 
in LANs for 
implementing of 
DSCPs. 

 

(R27) Ingress/ 
Egress Access 
Network 
Services 
Differentiation: 

 

The routers of 
the 
ingress/egress 
access networks 
may implement 
DSCPs as per 
QoS policy 
although it may 
not efficient use 
of the access 
network 
bandwidth. 

 

(R28) IP/ MPLS 
Backbone 
Network 
Services 
Differentiation: 

 

The IP/MPLS 
backbone 
network must 
implement 
DSCPs per QoS 
policy. 

 

(P8) 
Traffic 
Aggregation 

 

The each media 
(audio, video, or 
data) of each UC 
application must be 
aggregated in all 
infrastructure 
segments 
whenever 
applicable/possible. 
In the IP/MPLS 
network, traffic 
engineering must 
be used for efficient 
traffic aggregation. 

 

(R29) Data Center 
Traffic Aggression: 

 

The routers that connect 
the data center to the 
backbone network must 
aggregate traffic using 
the RSVP schemes and 
may implement MPLS 
traffic engineering as per 
QoS policy based on 
IETF traffic engineering 
standards if DSCPs are 
used. 

 

(R30) No Ingress/ 
Egress LAN 
Traffic 
Aggression: 

 

The ingress/egress 
LANs do not need 
to have this 
capability as no 
mechanisms exist 
in LANs for traffic 
aggregation. 

 

(R31) Ingress/ 
Egress Access 
Network Traffic 
Aggression: 

 

The 
ingress/egress 
access networks 
must aggregate 
traffic using the 
RSVP schemes 
and may 
implement 
MPLS traffic 
engineering as 
per QoS policy 
based on IETF 
traffic 
engineering 
standards if 
DSCPs are 
used. 

 

(R32) IP/ MPLS 
Backbone 
Network Traffic 
Aggression: 

 

The IP/MPLS 
backbone 
network must 
aggregate traffic 
implement 
MPLS traffic 
engineering as 
per QoS policy 
based on IETF 
traffic 
engineering 
standards. 

5.3 Assumptions, Constraints, Risks, and Mitigation Strategy of QoS 
Principles/Rules 

5.3.1 (P1) Principle 1: QoS and Performance 
 

Table 8 depicts the business rules (R1-R4) for different QoS management segments for (P1) 
Principle 1: QoS and Performance along with references of the authoritative documents. 
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Table 8: (P1) Principle 1: QoS and Performance & Corresponding (R1-R4) Rules and 
References 

Principle Rule 

Principle Description Description Description Description Description 

 

(P1) 
All Army 
communications 
Infrastructures 
together must 
ensure to meet 
end-to-end QoS 
and 
performance 
requirements of 
all UC 
applications 
(real-time, near-
real-time, and 
non-real-time)  
applications 

 

Each individual 
infrastructure 
segment that 
consists of the 
Army end-to-end 
communications 
infrastructure must 
meet or exceed its 
own part of QoS 
and performance 
requirements (e.g. 
delay, packet loss, 
delay jitter [if any]) 
for each media of 
each UC 
application. The 
end-to-end QoS 
performances 
consisting of all 
individual 
infrastructure 
segments together 
must meet or 
exceed the 
requirements as 
shown in Table 2 
of this document 
and Appendix G of 
Army UC RA. 

 

(R1) Data Center QoS 
and Performance: 

 

All UC application servers 
(Apps) that only control 
the call signaling (e.g. 
AS-SIP Apps) must 
determine the end-to-end 
QoS and performance 
requirements and 
allocate the same per 
each infrastructure 
segment on the end-to-
end path for each media 
of the call and store this 
information in the QoS 
policy server. All UC 
Apps that handle both 
call signaling and media 
(e.g. AS-SIP Media App) 
must maintain the QoS 
and performances 
allocated for its 
infrastructure segment for 
each media of the call per 
QoS policy obtained from 
the QoS server. 
 
The real-time UC 
applications (e.g. Voice, 
Video, and Web 
Conferencing, 
Conferencing, 
Collaboration & 
Whiteboard), the session 
controllers (e.g. 
LSCs/MFSSs/WAN SSs) 
must invoke the 
appropriate QoS and 
performances per QoS 
policy obtained from the 
QoS policy server in their 
respective segments 
controlled by them at the 
time of the call setup and 
pass this information to 
the IP routers for QoS 
decisions and 
enforcements. Similar is 
the case for the near-
real-time UC applications 
(e.g. multimedia 
messaging, multimedia 
streaming, and broadcast 
video). 

 

(R2) 
Ingress/Egress 
LAN QoS and 
Performance: 

 

The respective 
Ingress/Egress 
LAN segments in 
the source 
destination path of 
each media of each 
UC application 
must maintain that 
the total traffic load 
of each LAN must 
not exceed or 
remain below the 
threshold as 
dictated by QoS 
policy for 
maintaining the 
end-to-end QoS 
and performance 
requirements. 

 

(R3) Ingress/ 
Egress access 
network QoS 
and 
Performance: 

 

The respective 
Ingress/Egress 
access network 
segments in the 
source 
destination path 
of each media of 
each UC 
application must 
maintain that the 
total traffic load 
of each access 
network 
segment must 
not exceed or 
remain below 
the threshold as 
dictated by QoS 
policy for 
maintain the 
end-to-end QoS 
and performance 
requirements 
even if the 
bandwidth is 
allocated 
dynamically, 
quasi-
dynamically, or 
priori-
provisioned. 

 

(R4) IP/MPLS 
QoS and 
Performance: 

 

The backbone 
IP/MPLS 
backbone 
network 
segments in the 
source 
destination path 
of each media of 
each UC 
application must 
maintain that the 
total traffic load 
of the end-to-
end segment of 
the backbone 
network must 
not exceed or 
remain below 
the threshold as 
dictated by QoS 
policy for 
maintain the 
end-to-end QoS 
and performance 
requirements 
when DSCPs 
are used. 
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The non-real-time UC 
applications that have 
certain performance 
requirements must 
maintain the QoS and 
performances allocated 
for its infrastructure 
segment for each media 
of the call per QoS policy 
obtained from the QoS 
server. Nothing needs to 
be done for the non-real-
time UC applications that 
do not have any QoS and 
performance 
requirements. 

Reference Documents 

1. DoD UCR 2008 Change 3 [2] 

2. Appendix D: Army UC RA StdV-1 and StdV-2 of Army UC RA [1] 

3. Appendix G: Performance Requirements  of Army UC RA [1] 

 

5.3.1.1     (P1/R1-R4) Assumptions 

• The QoS and performance parameters for each QoS management segmented will be 
available in the QoS policy server based on the end-to-end QoS and performance 
requirements for each media of each UC application. 

• UC system management center has the capabilities for monitoring of the QoS and 
performance parameters as recommended in this document. 

• UC system also needs to consider both IP and Time Division Multiplexing (TDM) 
network for Emergency Calls for QoS and performance. This is due to the fact that some 
functional entities in the legacy TDM/Integrated Services Digital Network (ISDN) will still 
be used for providing emergency call services (e.g. Emergency 911) over the TDM- 
based network users until the time all capabilities are available in SIP over the IP 
network in the Everything-over-IP (EoIP) environment. 

• Appendix A: Army UC RA, QoS, and Call Flows of this document that describes the 
interactions among all functional entities such as UC application servers, session 
controllers (e.g. Local Session Controllers [LSCs]/Multi-Function Soft-Switches 
[MFSSs]/Wide Area Network Soft-Switches [WAN SSs]), routers, and others for invoking 
of QoS over the IP network to meet the QoS requirements of each media of each UC 
application at the time of the call setup is an integral part of this QoS and Performance 
principle and its corresponding rules. 

• The end-to-end QoS and performance requirements are divided into different 
QoS management segments: Data Center QoS Management, Ingress/Egress LAN 
QoS Management, Ingress/Egress  Access Network QoS Management, and IP/MPLS 
Backbone Network QoS Management. These segments together satisfy the end-to-end 
QoS requirements of each media of each UC application. 
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• The QoS policy server (see Appendix A of this document) keeps the information on how 
each of these QoS management segments is required to take care of QoS and 
performances for each media in its own segment in view of the end-to-end QoS and 
performance requirements. 

5.3.1.2     (P1/R1-R4) Constraints 

• The functional entities like UC application servers (Apps), session controllers (e.g. LSCs, 
MFSSs, WAN SSs), and routers need to have capabilities for implementing QoS and 
performances in their respective segments. 

• Infrastructure delivered by Installation Information Infrasturctue Modernization Program 
(I3MP) (switches, routers, cables, bandwidth) may not support the current level of 
Information Technology (IT) service delivery to have the desired levels of QoS and 
performances.  I3MP has been directed to move toward Gigabit Passive Optical Network 
(GPON) and wireless, and these will provide different capabilities than what we currently 
have. VoIP and Unified Capabilities is divided into 6 increments for the purpose of 
organizing how capabilities are fielded, engineering designs must always consider the 
overall design. 

• Not all Army networks currently support Everything-over-IP (EoIP) and will restrict to 
achieve the desired goal of QoS and performance.  

• UC architecture allows to offer the same services over both IP and TDM/ISDN network 
end users, but existing legacy devices using legacy interfaces of the existing TDM/ISDN 
network must migrate to EoIP environments gracefully as soon as possible to have the 
desired levels of QoS and performances along with enhanced capabilities. 

5.3.1.3     (P1/R1-R4) Risks 

• Army I3MP, Installation Information Infrastructure Communication and Capabilities 
(I3C2), and other implementation/solution architecture need to use QoS and 
performance parameters per recommendations provided in this document otherwise 
risks will be there to fall short in meeting the requirements. 

5.3.1.4     (P1/R1-R4) Mitigation Strategy 

• All Army UC implementation/solution architectures including I3MP and I3C2 need to be 
aligned with the recommendations provided in this Army QoS RA. For QoS and 
performance parameters. 

5.3.1.5     (P1/R1-R4) Technical Positions and Patterns 

• Technical standards related to QoS and performances provided in Standards Profile 
(StdV-1) and Standards Forecast (StdV-2) of DoD UCR Change 3 and Army UC RA 
need to be used. 
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• The UC architectural configuration patterns that are provided in DoD UCR 2008 Change 
3 [xx] and Army UC RA [xx] must be followed. 

 

5.3.2 (P2) Principle 2: QoS Policy 
 

Table 9 depicts the business rules (R5-R8) for different QoS management segments for (P2) 
Principle 2: QoS Policy along with references of the authoritative documents. 

Table 9: (P2) Principle 2: QoS Policy 
Principle Rule 

Principle Description Description Description Description Description 

 

(P2) 
QoS Policy 

 

The QoS policy 
must be devised 
for providing 
MLPP-based five 
precedence levels 
such as FLASH 
OVERRIDE (FO), 
FLASH (F), 
IMMEDIATE (I), 
PRIORITY (P), 
and ROUTINE (R) 
shown in Table 3 
of this document 
for each media of 
each UC 
application at the 
time of call setups. 
In addition, the 
QoS and 
performance 
requirements (e.g. 
delay, packet loss, 
and delay jitter [if 
any]) for each 
media of each UC 
application in each 
infrastructure 
segment must be 
decided based on 
QoS policy. All 
QoS policies must 
be distributed in all 
infrastructure 
components by 
the QoS policy 
server where QoS 
policies are stored 
through 
provisioning of UC 
services or by UC 
applications 
dynamically. 

 

(R5) Data Center QoS 
Policy: 

All UC application servers 
(e.g. AS-SIP Apps) must 
invoke the appropriate 
MLPP-based precedence 
levels such as FLASH 
OVERRIDE (FO), FLASH 
(F), IMMEDIATE (I), 
PRIORITY (P), or 
ROUTINE (R) shown in 
Table 3 for each media 
as dictated by the QoS 
policy. 

 

(R6) Ingress/ 
Egress LAN QoS 
Policy: 

The respective 
Ingress/Egress 
LAN segments in 
the source 
destination path of 
each media of each 
UC application 
must employ the 
appropriate priority 
services (e.g. 
priority queuing) 
that corresponds to 
the appropriate 
MLPP-based 
precedence levels 
such as FLASH 
OVERRIDE (FO), 
FLASH (F), 
IMMEDIATE (I), 
PRIORITY (P), or 
ROUTINE (R) 
shown in Table 3 in 
serving the media 
over the LAN as 
dictated by the 
QoS policy of the 
serving application. 

 

(R7) Ingress/ 
Egress Access 
Network QoS 
Policy: 

The respective 
Ingress/Egress 
access network 
segments in the 
source 
destination path 
of each media of 
each UC 
application must 
employ the 
appropriate 
priority services 
(e.g. priority 
queuing) that 
corresponds to 
the appropriate 
MLPP-based 
precedence 
levels such as 
FLASH 
OVERRIDE 
(FO), FLASH 
(F), IMMEDIATE 
(I), PRIORITY 
(P), or ROUTINE 
(R) shown in 
Table 3 in 
serving the 
media over the 
access network 
as dictated by 
the QoS policy 
of the serving 
application. 

 

(R8) IP/MPLS 
Backbone 
Network QoS 
Policy: 

The backbone 
IP/MPLS 
backbone 
network 
segments in the 
source 
destination path 
of each media of 
each UC 
application must 
invoke the 
DSCP that 
corresponds to 
the appropriate 
MLPP-based 
precedence 
levels such as 
FLASH 
OVERRIDE 
(FO), FLASH 
(F), IMMEDIATE 
(I), PRIORITY 
(P), or ROUTINE 
(R) shown in 
Table 3 in 
serving the 
media over the 
source-
destination 
backbone 
network 
segment as 
dictated by the 
QoS policy of 
the serving 
application. 

Reference Documents 
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1. DoD UCR 2008 Change 3 [2] 

2. Appendix D: Army UC RA StdV-1 and StdV-2 of Army UC RA [1] 

3. Appendix G: Performance Requirements  of Army UC RA [1] 

 

5.3.2.1     (P2/R5-R8) Assumptions 

• The QoS policy server will be populated with the required QoS and performance 
parameters either through UC applications dynamically or provisioned manually. 

• UC system management center has the capabilities for monitoring of the QoS policy 
implementations for all functional entities as recommended in this document. 

• Appendix A: Army UC RA, QoS, and Call Flows of this document that describes the 
interactions among all functional entities such as UC application servers, session 
controllers (e.g. LSCs/MFSSs/WAN SSs), routers, and others for invoking of QoS policy 
over the IP network to meet the QoS requirements of each media of each UC application 
at the time of the call setup is an integral part of this QoS policy principle and its 
corresponding rules. 

• The QoS policy server (see Appendix A of this document) keeps the information on how 
each of these QoS management segments is required to take care of QoS policy for 
each media in its own segment in view of the end-to-end QoS and performance 
requirements. 

5.3.2.2     (P2/R5-R8) Constraints 

• The functional entities like UC application servers (Apps), session controllers (e.g. LSCs, 
MFSSs, WAN SSs), and routers need to have capabilities for commendations with the 
QoS policy server using the technical standards known as Common Open Policy Service 
(COPS) protocol listed in StdV-1 and StdV-2 of DoD UCR Change 3 and Army UC RA. 

5.3.2.3     (P2/R5-R8) Risks 

• Army I3MP, I3C2, and other implementation/solution architecture need to use QoS 
policy server per recommendations provided in this document, otherwise risks will be 
there not meeting proper QoS policies. 

5.3.2.4     (P2/R5-R8) Mitigation Strategy 

• All Army UC implementation/solution architectures including I3MP and I3C2 need to be 
aligned with the recommendations provided in this Army QoS RA for implementing the 
QoS policy server. 
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5.3.2.5     (P2/R5-R8) Technical Positions and Patterns 

• Technical standards related to QoS policy provided in StdV-1 and StdV-2 of DoD UCR 
Change 3 and Army UC RA need to be used. 

• The UC architectural configuration patterns that are provided in DoD UCR 2008 Change 
3 [xx] and Army UC RA [xx] must be followed. 

 

5.3.3 (P3) Principle 3: Availability/Reliability 
 

Table 10 depicts the business rules (R9-R12) for different QoS management segments for (P3) 
Principle 3: Availability/Reliability along with references of the authoritative documents. 

Table 10: (P3) Principle 3: Availability/Reliability 
Principle Rule 

Principle Description Description Description Description Description 

 

(P3) 
Availability/ 
Reliability 

 

Each individual 
infrastructure 
segment that 
consists of the 
Army end-to-end 
communications 
infrastructure must 
meet or exceed its 
own part of 
availability/reliability 
requirements. The 
end-to-end 
availability/reliability 
of 99.99% or better 
consisting of all 
individual 
infrastructure 
segments together 
must meet or 
exceed the 
requirements as 
shown in Appendix 
G of Army UC RA. 

 

(R9) Data Center 
Availability/ Reliability: 

 

The appropriate level of 
redundancy and backup 
needs to be provisioned 
for each UC application 
server, each session 
controller (e.g. LSC, 
MFSS, WAN SS), and 
each policy server 
including QoS that meets 
or exceeds 99.999% so 
that the overall reliability 
for the end-to-end path 
meeting or exceeding 
99.99%. 

Note: Non-Assured 
Services (Non-AS) LAN 
(Non-ASLAN) may have 
a little less stringent 
availability/reliability. 

 

(R10) Ingress/ 
Egress LAN 
Availability/ 
Reliability: 

 

The appropriate 
level of redundancy 
and backup needs 
to be provisioned 
for each 
ingress/egress 
LAN segment that 
meets or exceeds 
99.999% so that 
the overall 
reliability for the 
end-to-end path 
meeting or 
exceeding 99.99%. 

 

(R11) 
Ingress/Egress 
Access 
Network 
Availability/ 
Reliability: 

 

The appropriate 
level of 
redundancy and 
backup needs to 
be provisioned 
for each 
ingress/egress 
access network 
segment 
configured with 
routers and links 
that meets or 
exceeds 
99.999% so that 
the overall 
reliability for the 
end-to-end path 
meeting or 
exceeding 
99.99%. 

 

(R12) IP/MPLS 
Backbone 
Network 
Availability/ 
Reliability: 

 

The appropriate 
level of 
redundancy and 
backup needs to 
be provisioned 
for the IP/MPLS 
backbone 
network 
segment 
consisting with 
source-
destination path 
and configured 
with routers and 
links that meets 
or exceeds 
99.999% so that 
the overall 
reliability for the 
end-to-end path 
meeting or 
exceeding 
99.99%. 

Reference Documents 

1. DoD UCR 2008 Change 3 [2] 

2. Appendix D: Army UC RA StdV-1 and StdV-2 of Army UC RA [1] 
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3. Appendix G: Performance Requirements  of Army UC RA [1] 

 

5.3.3.1     (P3/R9-R12) Assumptions 

• The QoS policy server will populated with required availability/reliability parameters 
either through UC applications dynamically or provisioned manually. 

• UC system management center has the capabilities for monitoring of the 
availability/reliability of both hardware and software resources as recommended in this 
document. 

5.3.3.2     (P3/R9-R12) Constraints 

• The functional entities like UC application servers (Apps), session controllers (e.g. LSCs, 
MFSSs, WAN SSs), and routers need to have appropriate redundancy with sufficient 
backup for both hardware and functional resources to meet or exceed the 
availability/reliability requirements in their respective segments. 

5.3.3.3     (P3/R9-R12) Risks 

• Army I3MP, I3C2, and other implementation/solution architecture need to have for 
managing the availability/reliability proactively if the monitoring capabilities of both 
hardware and software resources are not provided per recommendations provided in 
this document. 

5.3.3.4     (P3/R9-R12) Mitigation Strategy 

• All Army UC implementation/solution architectures including I3MP and I3C2 need to be 
aligned with the recommendations provided in this Army QoS RA for implementing the 
availability/reliability. 

• Backup power for main computer nodes (MCNs), area distributed nodes (ADNs), Server 
Farm Switches, Network Management switch, and Optical Line terminals (OLTs) shall 
comply with the I3MP Guide for Facilities Requirements of Core Communication Nodes. 
Avoid single points of failure.  This includes the power distribution switch.  During 
periods of commercial power failure, the electronics in the core infrastructure must not 
shut down due to excessive temperature or other environmental issues.  Each situation 
must be analyzed, and the auxiliary power system might need to keep the core 
infrastructure heating, ventilation and air conditioning (HVAC) system in operation to 
protect the electronics.  

• Local Session Controllers (LSCs) are part of Increment 5, not Increment 1. However, 
Increment 1 includes providing connectivity, backup power, HVAC, and space for future 
implementation of a LSC. When installed, the LSC shall be connected to a high 
availability assured services LAN (ASLAN) with backup power system and appropriate 
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HVAC for the for high availability ASLAN (99.999%), and this requirement may be 
waived for some technologies.(e.g. diesel generator, fuel cell) deployed in the field.  If 
fielded at a particular installation, Dual Points of Presence (PoP) for an installation are 
part of Increment 4. However, Increment 1 includes providing connectivity (Outside Plant 
Infrastructure) to support a secondary PoP.  If a second Top Level Architecture (TLA) 
stack is collocated with the Core, Increment 1 provides connectivity, backup power, and 
HVAC. 

5.3.3.5     (P3/R9-R12) Technical Positions and Patterns 

• Technical standards related to monitoring of availability/reliability of both hardware and 
software resources provided in StdV-1 and StdV-2 of DoD UCR Change 3 and Army UC 
RA need to be used. 

• The UC architectural configuration patterns that are provided in DoD UCR 2008 Change 
3 [xx] and Army UC RA [xx] must be followed in meeting availability/reliability of both 
hardware and software resources. 

 

5.3.4 (P4) Traffic Prioritization 
 

Table 11 depicts the business rules (R13-R16) for different QoS management segments for 
(P4) Traffic Prioritization along with references of the authoritative documents. 

Table 11: (P4) Traffic Prioritization 
Principle Rule 

Principle Description Description Description Description Description 

 

(P4) 
Traffic 
Prioritization 

 

Traffic 
prioritization needs 
to be used in all 
infrastructure 
segments as 
applicable 
differentiating 
between different 
priority levels 
because it will 
expedite in 
meeting 
performance 
requirements 
especially for real-
time/inelastic 
traffic of UC 
applications. For 
example, five 
levels of priority 
queuing such as 
First-In-First-Out 
(FIFO), Weighted 

 

(R13) Data Center 
Traffic Prioritization:  

 

Each UC server (e.g. 
App, LSC/MFSS/WAN 
SS, Policy App) whether 
deals with only signaling 
or both signaling and 
media must be capable to 
implement the desired 
priority queuing 
mechanisms (e.g. FIFO, 
WFQ, CQ, PQ, and CB-
WFQ) and DoD CoS for 
traffic prioritization for 
invoking MLPP-based 
precedent levels (FO, F, 
I, P, R) shown in Table 3 
as dictated by the QoS 
policy. 

 

(R14) Ingress/ 
Egress LAN 
Traffic 
Prioritization:  

 

Each 
Ingress/Egress 
LAN segment, that 
consists of routers 
and links, in the 
source destination 
path of each media 
of each UC 
application must be 
capable to 
implement the 
desired priority 
queuing 
mechanisms (e.g. 
IEEE 802.1X) for 
traffic prioritization 

 

(R15) Ingress/ 
Egress Access 
Network Traffic 
Prioritization: 

 

Each 
Ingress/Egress 
access network 
segment, that 
consists of 
routers and 
links, in the 
source 
destination path 
of each media of 
each UC 
application must 
be capable to 
implement the 
desired priority 
queuing 

 

(R16) IP/ MPLS 
Backbone 
Network Traffic 
Prioritization: 

 

The backbone 
IP/MPLS 
backbone 
network 
segments in the 
source 
destination path 
of each media of 
each UC 
application must 
be provisioned 
to implement the 
traffic 
prioritization for 
invoking MLPP-
based precedent 
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Fair Queuing 
(WFQ), Custom 
Queuing (CQ), 
Priority Queuing 
(PQ), and Class-
Based WFQ (CB-
WFQ) must be 
used whenever 
possible. The 
hardware-based 
queue 
mechanisms 
defined by DoD 
Class-of-Service 
(CoS)/QoS 
Working Group 
(WG) should also 
be implemented if 
possible. 

for invoking MLPP-
based precedent 
levels (FO, F, I, P, 
R) shown in Table 
3 as dictated by the 
QoS policy. 

mechanisms 
(e.g. FIFO, 
WFQ, CQ, PQ, 
and CB-WFQ) 
and DoD CoS 
for traffic 
prioritization for 
invoking MLPP-
based precedent 
levels (FO, F, I, 
P, R) shown in 
Table 3 as 
dictated by the 
QoS policy. 

levels (FO, F, I, 
P, R) shown in 
Table 3 as 
dictated by the 
QoS policy. 

Reference Documents 

1. DoD UCR 2008 Change 3 [2] 

2. Appendix D: Army UC RA StdV-1 and StdV-2 of Army UC RA [1] 

3. Appendix G: Performance Requirements  of Army UC RA [1] 

 

5.3.4.1     (P4/R13-R16) Assumptions 

• The traffic prioritization implementation using priority queuing such as FIFO, WFQ, CQ, 
PQ, and CB-WFQ by all functional entities will be coupled with the MLPP-based 
precedent levels (FO, F, I, P, R) shown in Table 3 as dictated by the QoS policy for each 
media of each UC application. 

• Appendix A: Army UC RA, QoS, and Call Flows of this document that describes the 
interactions among all functional entities such as UC application servers, session 
controllers (e.g. LSCs/MFSSs/WAN SSs), routers, and others for invoking of traffic 
prioritization over the IP network to meet the QoS requirements of each media of each 
UC application at the time of the call setup is an integral part of this of traffic prioritization 
principle and its corresponding rules. 

• The QoS policy server (see Appendix A of this document) keeps the information on how 
each of these QoS management segments is required to take care of traffic prioritization 
for each media in its own segment in view of the end-to-end QoS and performance 
requirements. 

5.3.4.2     (P4/R13-R16) Constraints 

• The functional entities like UC application servers (Apps), session controllers (e.g. LSCs, 
MFSSs, WAN SSs), and routers need to have capabilities for implementation of the 
traffic Prioritization using priority queuing such as FIFO, WFQ, CQ, PQ, and CB-WFQ by 
all functional entities will be coupled with the MLPP-based precedent levels (FO, F, I, P, 
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R) shown in Table 3 as dictated by the QoS policy for each media of each UC 
application at the time of UC call setup time. 

5.3.4.3     (P4/R13-R16) Risks 

• Army I3MP, I3C2, and other implementation/solution architecture need to implement 
priority queuing such as FIFO, WFQ, CQ, PQ, and CB-WFQ per recommendations 
provided in this document. 

5.3.4.4     (P4/R13-R16) Mitigation Strategy 

• All Army UC implementation/solution architectures including I3MP and I3C2 need to be 
aligned with the recommendations provided in this Army QoS RA for implementing the 
traffic prioritization. 

5.3.4.5     (P4/R13-R16) Technical Positions and Patterns 

• Technical standards related to traffic prioritization provided in StdV-1 and StdV-2 of DoD 
UCR Change 3 and Army UC RA need to be used. 

• The UC architectural configuration patterns that are provided in DoD UCR 2008 Change 
3 [xx] and Army UC RA [xx] must be followed. 

 

5.3.5 (P5) QoS Policy Decision Point (PDP) and Policy Enforcement Point (PEP) 
 

Table 12 depicts the business rules (R17-R20) for different QoS management segments for 
(P5) QoS PDP and PEP along with references of the authoritative documents. 

Table 12: (P5) QoS PDP and PEP 
Principle Rule 

Principle Description Description Description Description Description 

 

(P5) 
QoS Policy 
Decision Point 
(PDP) and QoS 
Policy 
Enforcement 
Point (PEP) 

 

The individual 
infrastructure 
functional entities  
such as UC 
application 
servers, session 
controllers (e.g. 
Local Session 
Controllers 
[LSCs]/Multi-
Function Soft-
Switches 
[MFSSs]/Wide 
Area Network 

 

(R17) Data Center QoS 
PDP and PEP: 

 

All UC application servers 
(Apps), session 
controllers, and routers of 
the data center must 
have PDP and PEP 
capability per IETF 
standards related to QoS 
policy. 

 

(R18) Ingress/ 
Egress LAN QoS 
PDP and PEP: 

 

PDP and PEP 
mechanisms are 
not applicable over 
LAN segment. 

 

(R19) Ingress/ 
Egress Access 
Network QoS 
PDP and PEP: 

 

All routers of the 
ingress/egress 
access network 
must have PDP 
and PEP 
capability per 
IETF standards 

 

(R20) IP/ MPLS 
Backbone 
Network  

QoS PDP and 
PEP: 

 

All routers of the 
IP/MPLS 
backbone 
network must 
have PDP and 
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Soft-Switches 
[WAN SSs]) and 
routers must 
retrieve the QoS 
policies from the 
QoS policy server 
and store them in 
the policy decision 
point (PDP). If 
QoS policies are 
distributed by the 
QoS policy server, 
those QoS policies 
need to be stored 
in the PDP. Once 
the QoS and 
performance 
parameters are 
available, the 
individual 
infrastructure 
functional entity 
must enforce the 
QoS in the policy 
enforcement point 
(PEP). 

related to QoS 
policy. 

PEP capability 
per IETF 
standards 
related to QoS 
policy. 

Reference Documents 

1. DoD UCR 2008 Change 3 [2] 

2. Appendix D: Army UC RA StdV-1 and StdV-2 of Army UC RA [1] 

3. Appendix G: Performance Requirements  of Army UC RA [1] 

 

5.3.5.1     (P5/R17-R20) Assumptions 

• All UC functional entities will be able to implement QoS PDP and PEP using COPS 
technical standards. 

• Appendix A: Army UC RA, QoS, and Call Flows of this document that describes the 
interactions among all functional entities such as UC application servers, session 
controllers (e.g. LSCs/MFSSs/WAN SSs), routers, and others for invoking of QoS PDP 
and PEP over the IP network to meet the QoS requirements of each media of each UC 
application at the time of the call setup is an integral part of this of QoS PDP and PEP 
principle and its corresponding rules. 

5.3.5.2     (P5/R17-R20) Constraints 

• The functional entities like UC application servers (Apps), session controllers (e.g. LSCs, 
MFSSs, WAN SSs), and routers need to have capabilities for implementation of QoS 
PDP and PEP using Common Open Policy Service (COPS) technical standards. 
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5.3.5.3     (P5/R17-R20) Risks 

• Army I3MP, I3C2, and other implementation/solution architecture need to implement 
QoS PDP and PEP using COPS technical standards per recommendations provided in 
this document, otherwise risks will be there for not proper implementation of QoS. 

5.3.5.4     (P5/R17-R20) Mitigation Strategy 

• All Army UC implementation/solution architectures including I3MP and I3C2 need to be 
aligned with the recommendations provided in this Army QoS RA for implementing the 
QoS PDP and PEP. 

5.3.5.5     (P5/R17-R20) Technical Positions and Patterns 

• Technical standards related to COPS-based QoS PDP and PEP provided in StdV-1 and 
StdV-2 of DoD UCR Change 3 and Army UC RA need to be used. 

• The UC architectural configuration patterns that are provided in DoD UCR 2008 Change 
3 [xx] and Army UC RA [xx] must be followed. 

 

5.3.6 (P6) Dynamic Bandwidth Allocation 
 

Table 13 depicts the business rules (R21-R24) for different QoS management segments for 
(P6) Dynamic Bandwidth Allocation along with references of the authoritative documents. 

Table 13: (P6) Dynamic Bandwidth Allocation 
Principle Rule 

Principle Description Description Description Description Description 

 

(P6) 
Dynamic 
Bandwidth 
Allocation  

 

The 
ingress/egress 
access network 
must be capable 
to reserve 
bandwidth on 
demand (e.g. 
resource 
reservation 
protocol [RSVP]) 
to meet the 
bandwidth 
requirements in its 
own infrastructure 
segment based on 
QoS policy for 
scalability.  

 

(R21) Data Center 
Dynamic Bandwidth 
Allocation: 

 

The routers that connect 
the data center to the 
backbone network must 
have the capability to 
reserve the bandwidth 
dynamically (e.g. RSVP) 
in addition to other 
capabilities (e.g. DSCPs, 
Pre-provisioned QoS) as 
per QoS policy for 
scalable use of the 
access network 

 

(R22) No Ingress/ 
Egress LAN 
Dynamic 
Bandwidth 
Allocation: 

 

The ingress/egress 
LANs do not need 
to have this 
capability as no 
mechanisms exist 
in LANs for 
implementing of 
dynamic QoS. 

 

(R23) Ingress/ 
Egress Access 
Network 
Dynamic 
Bandwidth 
Allocation: 

 

 

The routers of 
the 
ingress/egress 
access networks 
must have the 
capability to 
reserve the 
bandwidth 

 

(R24) No IP/ 
MPLS 
Backbone 
Network  
Dynamic 
Bandwidth 
Allocation: 

 

 

The DiffServ-
based IP/MPLS 
backbone 
network must 
provide 
interworking 
between RSVP 



 

39 
 

Quality of Service Rules Based Architecture – Appendix H 
 

 

bandwidth. dynamically (e.g. 
RSVP) in 
addition to other 
capabilities (e.g. 
DSCPs, Pre-
provisioned 
QoS) as per 
QoS policy for 
scalable use of 
the access 
network 
bandwidth. 

and DSCP in 
transferring 
media between 
the ingress and 
egress access 
network if RSVP 
is used in the 
access networks 
(although the 
backbone 
network will not 
implement any 
bandwidth 
dynamically [e.g. 
RSVP]). 

Reference Documents 

1. DoD UCR 2008 Change 3 [2] 

2. Appendix D: Army UC RA StdV-1 and StdV-2 of Army UC RA [1] 

3. Appendix G: Performance Requirements  of Army UC RA [1] 

 

5.3.6.1     (P6/R21-R24) Assumptions 

• The routers in the access networks will have the capabilities for providing dynamic 
bandwidth allocation using RSVP QoS protocol.  

• Appendix A: Army UC RA, QoS, and Call Flows of this document that describes the 
interactions among all functional entities such as UC application servers, session 
controllers (e.g. LSCs/MFSSs/WAN SSs), routers, and others for invoking of dynamic 
bandwidth reservation over the IP network to meet the QoS requirements of each media 
of each UC application at the time of the call setup is an integral part of this of dynamic 
bandwidth reservation principle and its corresponding rules. 

• The QoS policy server (see Appendix A of this document) keeps the information how 
each of these QoS management segments is required to take care of dynamic 
bandwidth reservation for each media in its own segment in view of the end-to-end QoS 
requirements. 

5.3.6.2     (P6/R21-R24) Constraints 

• The routers in the ingress/egress access networks will have the capabilities for providing 
dynamic bandwidth allocation using RSVP QoS protocol in addition to other QoS 
capabilities described in this document. 

• IP/MPLS backbone network needs to have the capabilities for interworking between 
RSVP-DSCP. 
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5.3.6.3     (P6/R21-R24) Risks 

• Army I3MP, I3C2, and other implementation/solution architecture need to implement 
RSVP capabilities in addition to other QoS capabilities by routers of the ingress/egress 
access networks as described in this document, otherwise risks will be there for over- or 
under-provisioning of QoS in the access networks. 

5.3.6.4     (P6/R21-R24) Mitigation Strategy 

• All Army UC implementation/solution architectures including I3MP and I3C2 need to be 
aligned with the recommendations provided in this Army QoS RA for implementing the 
dynamic bandwidth allocation. 

5.3.6.5     (P6/R21-R24) Technical Positions and Patterns 

• Technical standards related to RSVP and RSVP-DSCP Interowrking provided in StdV-1 
and StdV-2 of DoD UCR Change 3 and Army UC RA need to be used. 

• The UC architectural configuration patterns that are provided in DoD UCR 2008 Change 
3 [xx] and Army UC RA [xx] must be followed. 

5.3.7 (P7) Services Differentiation 
 

Table 14 depicts the business rules (R25-R28) for different QoS management segments for 
(P7) Services Differentiation along with references of the authoritative documents. 

Table 14: (P7) Services Differentiation 
Principle Rule 

Principle Description Description Description Description Description 

 

(P7) 
Services 
Differentiation 
based on traffic 
categories 

 

The IP/MPLS 
backbone network 
must be 
provisioned using 
the Differentiated 
Services Code 
Point (DSCPs) for 
each media of 
each UC 
application based 
on the precedence 
levels as shown in 
Table 4 of this 
document. If 
RSVP is used in 
the access 
networks, the 
mapping between 
the RSVP and 
DSCPs must be 
provided in the 

 

(R25) Data Center 
Services 
Differentiation: 

 

The routers that connect 
the data center to the 
backbone network may 
implement DSCPs as per 
QoS policy although it 
may not efficient use of 
the access network 
bandwidth. 

 

(R26) No Ingress/ 
Egress LAN 
Services 
Differentiation: 

 

The ingress/egress 
LANs do not need 
to have this 
capability as no 
mechanisms exist 
in LANs for 
implementing of 
DSCPs. 

 

(R27) Ingress/ 
Egress Access 
Network 
Services 
Differentiation: 

 

The routers of 
the 
ingress/egress 
access networks 
may implement 
DSCPs as per 
QoS policy 
although it may 
not efficient use 
of the access 
network 

 

(R28) IP/ MPLS 
Backbone 
Network 
Services 
Differentiation: 

 

The IP/MPLS 
backbone 
network must 
implement 
DSCPs per QoS 
policy. 
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ingress/egress 
backbone network 
nodes. 

bandwidth. 

Reference Documents 

4. DoD UCR 2008 Change 3 [2] 

5. Appendix D: Army UC RA StdV-1 and StdV-2 of Army UC RA [1] 

6. Appendix G: Performance Requirements  of Army UC RA [1] 

 

5.3.7.1     (P7/R25-R28) Assumptions 

• The routers in the IP/MPLS backbone network will have the capabilities for implementing 
the Differentiated Services Code Point (DSCPs).  

• Appendix A: Army UC RA, QoS, and Call Flows of this document that describes the 
interactions among all functional entities such as UC application servers, session 
controllers (e.g. LSCs/MFSSs/WAN SSs), routers, and others for invoking of services 
differentiation over the IP network to meet the QoS requirements of each media of each 
UC application at the time of the call setup is an integral part of this of services 
differentiation principle and its corresponding rules. 

• The QoS policy server (see Appendix A of this document) keeps the information how 
each of these QoS management segments is required to take care of services 
differentiation for each media in its own segment in view of the end-to-end QoS 
requirements. 

5.3.7.2     (P7/R25-R28) Constraints 

• The routers in the IP/MPLS backbone network will have the capabilities for implementing 
the DSCPs per Differentiated Services (DiffServ) technical standards for services 
differentiation in addition to other QoS capabilities described in this document. 

5.3.7.3     (P7/R25-R28) Risks 

• Army I3MP, I3C2, and other implementation/solution architecture need to implement 
DSCP capabilities in addition to other QoS capabilities by routers of the IP/MPLS 
backbone network as described in this document, otherwise risks will be there for not 
meeting the QoS services differentiation requirements. 

5.3.7.4     (P7/R25-R28) Mitigation Strategy 

• All Army UC implementation/solution architectures including I3MP and I3C2 need to be 
aligned with the recommendations provided in this Army QoS RA for implementing the 
services differentiation for QoS. 
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5.3.7.5     (P7/R25-R28) Technical Positions and Patterns 

• Technical standards related to DSCPs provided in StdV-1 and StdV-2 of DoD UCR 
Change 3 and Army UC RA need to be used. 

• The UC architectural configuration patterns that are provided in DoD UCR 2008 Change 
3 [xx] and Army UC RA [xx] must be followed. 

 

5.3.8 (P8) Traffic Aggregation 
 

Table 15 depicts the business rules (R29-R32) for different QoS management segments for (P8) 
Traffic Aggregation along with references of the authoritative documents. 

Table 15: (P8) Traffic Aggregation 
Principle Rule 

Principle Description Description Description Description Description 

 

(P8) 
Traffic 
Aggregation 

 

The each media 
(audio, video, or 
data) of each UC 
application must be 
aggregated in all 
infrastructure 
segments 
whenever 
applicable/possible. 
In the IP/MPLS 
network, traffic 
engineering must 
be used for efficient 
traffic aggregation. 

 

(R29) Data Center 
Traffic Aggression: 

 

The routers that connect 
the data center to the 
backbone network must 
aggregate traffic using 
the RSVP schemes and 
may implement MPLS 
traffic engineering as per 
QoS policy based on 
IETF traffic engineering 
standards if DSCPs are 
used. 

 

(R30) No Ingress/ 
Egress LAN 
Traffic 
Aggression: 

 

The ingress/egress 
LANs do not need 
to have this 
capability as no 
mechanisms exist 
in LANs for traffic 
aggregation. 

 

(R31) Ingress/ 
Egress Access 
Network Traffic 
Aggression: 

 

The 
ingress/egress 
access networks 
must aggregate 
traffic using the 
RSVP schemes 
and may 
implement 
MPLS traffic 
engineering as 
per QoS policy 
based on IETF 
traffic 
engineering 
standards if 
DSCPs are 
used. 

 

(R32) IP/ MPLS 
Backbone 
Network Traffic 
Aggression: 

 

The IP/MPLS 
backbone 
network must 
aggregate traffic 
implement 
MPLS traffic 
engineering as 
per QoS policy 
based on IETF 
traffic 
engineering 
standards. 

Reference Documents 

1. DoD UCR 2008 Change 3 [2] 

2. Appendix D: Army UC RA StdV-1 and StdV-2 of Army UC RA [1] 

3. Appendix G: Performance Requirements  of Army UC RA [1] 
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5.3.8.1     (P8/R29-R32) Assumptions 

• The routers in the IP/MPLS backbone network will have the capabilities for implementing 
the traffic aggregation per MPLS traffic engineering technical standards.  

• Appendix A: Army UC RA, QoS, and Call Flows of this document that describes the 
interactions among all functional entities such as UC application servers, session 
controllers (e.g. LSCs/MFSSs/WAN SSs), routers, and others for performing traffic 
aggregation over the IP network to meet the QoS requirements of each media of each 
UC application at the time of the call setup is an integral part of this traffic aggregation 
principle and its corresponding rules. 

• The QoS policy server (see Appendix A of this document) keeps the information on how 
each of these QoS management segments is required to provide traffic aggregation for 
each media in its own segment in view of the end-to-end QoS requirements. 

5.3.8.2     (P8/R29-R32) Constraints 

• The routers in the IP/MPLS backbone network will have the capabilities for implementing 
the traffic aggregation per MPLS traffic engineering technical standards for traffic 
aggregation in addition to other QoS capabilities described in this document. 

5.3.8.3     (P8/R29-R32) Risks 

• Army I3MP, I3C2, and other implementation/solution architecture need to implement 
traffic aggregation capabilities in addition to other QoS capabilities by routers of the 
IP/MPLS backbone network as described in this document, otherwise risks will be there 
for not using the bandwidth of the backbone network efficiently. 

5.3.8.4     (P8/R29-R32) Mitigation Strategy 

• All Army UC implementation/solution architectures including I3MP and I3C2 need to be 
aligned with the recommendations provided in this Army QoS RA for implementing the 
traffic aggregation for QoS. 

5.3.8.5     (P8/R29-R32) Technical Positions and Patterns 

• Technical standards related to MPLS traffic aggregation provided in StdV-1 and StdV-2 
of DoD UCR Change 3 and Army UC RA need to be used. 

• The UC architectural configuration patterns that are provided in DoD UCR 2008 Change 
3 [xx] and Army UC RA [xx] must be followed 
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6.0 Unified Capabilities High Level Implementation Configurations/Patterns 

The Army Engineering Review Board (ERB) approved a specific UC architecture for CONUS, 
Europe, and Pacific.  Figure 2 illustrates the various types of installations.  UCR 2008 Change 3 
provides three configurations for Army P/C/S (with variations for children.  Each installation is 
assigned to one of three categories: 

1. Standalone:  The installation has all of the equipment needed to provide VoIP for itself.  
For the purpose of VoIP, it is connected directly to the DISN backbone. 

2. Aggregation Site:  The installation contains equipment that can provide VoIP service to 
itself plus additional, outlying locations.  These are often referred to as “Parent Sites.” 

3. Aggregated Site:  The installation obtains its VoIP service from an Aggregation Site.  A 
survivability mechanism is provided so that Phone service is maintained even if the 
Aggregated Site loses contact with the Aggregation Site.  Aggregated Sites are often 
referred to as “Child Sites” or “Children. 

For unclassified voice and UC at fixed P/C/S, the Army will use the concepts described in the 
DoD UC Master Plan [7] and UCR 2008 Change 3 [2].  In particular, camps, post, and stations 
will be divided into three categories: those with standalone call processors, those with 
Enterprise call processors that can support multiple locations, and those whose end-points (i.e., 
dedicated IP phones, soft-clients running on PCs, and desktops with UC clients) will be serviced 
by the Enterprise call processors. 

• Installations with Standalone VoIP call processors.  These are mission-critical sites 
where the Army must provide voice services that are as available and reliable as 
possible.  Utilizing the Department of the Army (DA) G-3/5/7 guidance on the criticality of 
installations, NETCOM established selection criteria for identifying and selecting the 
mission critical locations that need standalone call processors. 

• Installations with Enterprise VoIP call processors.  Enterprise call processors are 
capable of supporting VoIP phones at their own location plus phones that are at other 
locations.  By centralizing the facilities and maintenance, footprint can be minimized, and 
costs can be reduced.  These sites are called “Aggregation (Parent) sites.” 

• Subtended locations.  VoIP phones at these locations obtain their service from 
Enterprise call processors.  However, subtended locations will have a locally-installed 
survivable call processing capability or “survivability” so that if connectivity to the 
Enterprise call processor is lost, intra-location calls can still be made, and users can still 
make calls to the local Public Switched Telephone Network (PSTN) and Public Safety 
Answering Point (PSAP) for ‘911’ Emergency Services.  These sites are called 
“Aggregated (Child) sites.”   
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Figure 2: Enterprise UC/VoIP (OV-1) 
 

Figure 3 shows a typical parent with both an Avaya system and Cisco system.  For illustration, tow child 
sites are also shown for each vendor (one Environment 1 and one Environment 2).  No child sites are 
being fielded in FY 12.  However, the parent sites are being configured to support the arrangement in 
Figure 3 since these are the types that are likely to be fielded by the Army in future years.  An 
Environment 2 child maintains its voice capabilities if it loses contact with the parent; the number of voice 
users may be limited.   

• UCR 2008 Ch3 provides three configurations for Army P/C/S (with variations for children)
1. Standalone: Standalone Local Session Controller (LSC)
2. Parent: Enterprise LSC (capable of supporting phones at other locations)
3. Child:

a. Gold  Service / Environment 1 (Retains full UC if contact with Enterprise LSC is lost)
b. Silver Service / Environment 2 (Retains voice capabilities if contact with Enterprise LSC is lost)
c. Bronze Service / Environment 3 (No UC/VoIP service if contact with Enterprise LSC is lost)

Standalone
or

Parent

Children

GOLD SILVER BRONZE

KEY:
3G;4G: 3rd, 4th Generation
AR: Aggregation Router
CE-R: Customer Edge Router
EBC: Edge Boundary Controller
IA: Information Assurance
IP: Internet Protocol
ISP: Internet Service Provider
LSC: Local Session Controller
MGC: Media Gateway Controller
SBC: Session Border Controller
WAN: Wide Area Network
UC: Unified Capabilities
UCR: UC Requirements

Figure 4.2.6 from UCR 2008 Change 3



 

46 
 

Quality of Service Rules Based Architecture – Appendix H 
 

 

 
Key: 
AM: Accounting manager 
AMS: Application Media Server 
ASLAN: Assured Service LAN 
CE-R: Customer Edge Router 
DB: Database 

EM: Element manager 
FW: Firewall 
MoH: Music on hold 
PM: Provisioning Manager 
PSTN: Public Switched Telephone Network 
RSU: Remote Survivable Unit 
 

SBC: Session border controller 
SESM: Service element session manager 
SRST: Survivable Remote Site Telephony 
SS: Soft switch 
TFTP: Trivial file transfer protocol 

Figure 3: Parent/Child High-Level Architecture  
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Appendix A - Army UC RA, QoS, and Call Flows 

7.0 Army UC Reference Architecture and QoS 

The primary objective of the Army UC QOS RA is stratify the QOS requirements of all QOS 
applications. Army warfighters use UC applications that reside in the application servers. 
However, the application servers are connected to the warfighters via the network 
(LAN/Access/backbone). The calls are controlled by the UC application servers and the QOS is 
directed by the application servers and in turn, the network ensures QOS demanded by the 
application servers. That is one-to-one correspondence between the application server and the 
network for implementation of QOS. 

In real-time services like AS-SIP, each AS-SIP call will have the resource priority headers by 
which it is indicated what level of priority a call belongs to. Even a call is termed as “Emergency 
Call,” it is also expressed in the AS-SIP signaling messages and the QOS treatment also needs 
to be handled accordingly. In addition, each AS-SIP call has mechanisms to express the kinds 
of QOS that a given call requires for each kind of media: Audio, Video, and/or Data. The QOS 
parameters for each type of media of a given call may also be influenced based on the QOS 
policy that is handled by the QOS policy server. All of these QOS information of a given call 
which that are originated from the UC application servers are termed as the application layer 
QOS.  

AS-SIP technical standards provide clear mechanisms, at what stages of the AS-SIP call, the 
QOS is invoked for reservation of the resources across the network. Once the resource 
reservation over the network is completed, the AS-SIP call is completed and then the ringtone is 
provided. The allocation of QOS over the IP network can be done statically (pre-provisioned like 
DiffServ Code points over the IP network, Priority Queuing in LANs) and/or dynamic QOS using 
RSVP over the IP access network. Even in the statically pre-provisioned case, a particular QOS 
scheme needs to be allocated and de-allocated for a particular flow over the network at the time 
of the AS-SIP call setup and teardown, respectively. 

Based on this application layer QOS information, the IP network implements the QOS over the 
transport network as desired by the applications. It may so happen, an end-to-path of the media 
(audio/video/data) transfer may constitute of LAN, access, and backbone. The QOS component 
in each network segment may be different considering the end-to-end QOS requirement desired 
by the UC application. There may be different schemes for implementation of QOS in each 
network segment. This implementation of QOS over the IP network is termed as IP QOS. 

The other aspects of the application layer QOS is that the end-to-end QOS requirements of the 
application can be allocated in different segments of the IP network based on QOS policies. For 
example, the location session controllers (LSCs) may be assigned to maintain the QOS in the 
access networks while the wide area network soft-switch (WAN SS)/multi-function soft-switch 
(MFSS) may be assigned to maintain the QOS over the backbone network. The QOS 
allocations in the access networks and the backbone network for each type of media (audio, 
video, or data) of each type of call (emergency, high-priority, medium priority, or low priority) 
may stored in the policy server by the network administrator. The policy server then distribute 
the QOS policies to different LSCs/WAN SSs/MFSSs. In turn, the LSCs/WAN SSs/MFSSs 
invoke QOS to the IP routers at the time of the call setup based on the type of media of each 
call type. 
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We will describe end-to-end call flows using all functional entities for different scenarios 
adopting the Army UC RA (Reference f). The conceptual view of the UC architecture is shown in 
Figure 4 with all functional components (Reference f). Logically, the entire UC architecture can 
be viewed with some distinct layers:  

• Unified Capabilities Application Services,  
• Session Control,  
• Converged Backbone Network, and  
• Access Networks while Information Assurance (IA)/Security/Identity Management, 

Quality-of-Service (QOS) and Network Operations (NETOPS) services encompass of all 
layers.  

 

 
 

Figure 4: Conceptual Operational View of Army UC Architecture (OV-1) [1] 
 
The UC application services are shared over one converged IP-MPLS backbone network while 
the access networks may consist of many networking technologies. All UC application services 
areas are grouped as follows:  
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• Real-Time Communications Services:  
o Voice & Video, Web Conferencing, Conferencing, Collaboration & Whiteboard, 

Media Bridging, Presence, Instant Messaging (IM) & Chat, Unified Messaging, 
Calendaring & Scheduling,  E.164 Number Mapping (ENUM), E.911 (Emergency 
Call), Transaction Capabilities Application Part (TCAP), Desktop Sharing, Short 
Message Service (SMS), Multimedia Message Service (MMS), Email, Wireless 
Application Protocol (WAP), and Location Services (Fixed/Mobile) 

• Content Management 
• Records Management 
• Team Collaboration 
• Business Process Management (BPM) 
• Web 2.0,  
• Apps (Applications) 
• Portals 
• Profiles 
• Search & Discovery 
• Information Assurance 

 

Each group of services may consist of one or many individual application services. However, in 
Figure 4, it shown each one of these individual applications services that are offered by one or 
more application servers being geographically distributed across the global Army LWN is 
providing one or more services using open standard-based protocols such as  

• AS-SIP,  
• Extensible Messaging and Presence Protocol (XMPP),  
• Lightweight Directory Access Protocol (LDAP)/Active Directory (AD),  
• Remote Authentication Dial-In User Service (RADIUS)/DIAMETER/Authentication, 

Authorization & Accounting (AAA),  
• Policy Protocol (COPS) for QOS, Security, Billing, and other policies. 
• Hyper-Text Transfer Protocol (HTTP)/Extensible Markup Language (XML),  
• Domain Name System (DNS),  
• Simple Object Access Protocol (SOAP), and  
• Other open standards.  

The session control layer shown in Figure 4 is primarily applicable for the real-time 
communications (RTC) services that use Assured Services-Session Initiation Protocol (AS-SIP) 
for session/call control signaling for audio/video conferencing and other services. By the way, 
the AS-SIP uses SIP-over-Transport Layer Security (TLS), and SIP is the protocol of choice for 
multimedia call control. SIP is chosen for the multimedia call control for its versatility for using 
beyond telephony services, extensibility, handling of audio, video, and/or data services, mobility 
services across IP network, and information technology-friendly across all IP network related 
protocols and services. Moreover, an application server may also use a variety of resources for 
creation of service logic, management of services, and for other purposes. 

The functional view of the UC Architecture is provided in Figure 5. It is intended to represent the 
physical implementation.  The architecture does not specify how functions will be distributed to 
devices.  Instead, it allows the flexibility to package functions into various servers using cost-
effective methods, as long as open interfaces to those functions are available for use by other 
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functions. As mentioned earlier Real-Time Communications (RTC) Services, Content 
Management, Records Management, Team Collaboration, Business Process Management 
(BPM), Web 2.0, Apps (Applications), Portals, Profiles, Search & Discovery, Information 
Assurance (IA)/Security/Identity Management, QOS and NETOPS are the main components of 
UC services. In the future, other services may also be added in the Army UC RA portfolio. 

 

 
Figure 5: Functional Operational View of Army UC Architecture (OV-1) [1]  

 

The UC architecture uses the Internet Protocol (IP) for the wide area backbone network and 
uses multiprotocol label switching protocol (MPLS) to enable traffic engineering and QOS for the 
IP network. All access networks using different access technologies terminate to the IP/MPLS 
backbone network. It should be noted that the backbone network of the Defense Information 
Systems Network (DISN) will be converged to the IP/MPLS over the Dense Wavelength Division 
Multiplexing (DWDM)/Generalized Multiprotocol Label Switching (GMPLS)/Fiber transport 
networking technologies. In addition, there will be traditional networking technologies such as 
Synchronous Optical Network (SONET)/Time Division Multiplexing (TDM) will coexist for some 
time until migration. The worldwide DISN backbone transport network will consist of both 
wireline (e.g. fiber) and wireless (e.g. satellite) network. The satellite nodes will be interfacing 
with fiber/DWDM-based wireline nodes. In addition, ground radios such as Joint Tactical Radio 
System (JTRS) may also be used to form the backbone network that may form the part of the 
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mobile backbone network. However, IP will run over both wireline and wireless transport 
network. 

Access networks may contain many access technologies such as IP, LAN, PSTN/ISDN/TDM, 
Wi-Fi, DSL, Cable, and Fiber, 3G Wireless, WiMAX, and LTE/4G Wireless. The IP/LAN access 
technologies will work with the IP/MPLS network seamlessly. However, PSTN/ISDN/TDM needs 
appropriate gateways to interworking with the IP/MPLS network. It is expected that the IP 
protocol will run over the Wi-Fi, DSL, Cable, Fiber, 3G Wireless, WiMAX, and LTE/4G Wireless 
access networks, and they will work seamlessly with the IP/MPLS network. If there is any TDM 
networking for these access technologies, gateways will be needed for interworking with 
IP/MPLS network. 

7.1 Real-Time Communications Services ensuring QOS 

The call setup process shows how different functional entities of the Army reference architecture 
interact among themselves for transferring audio, video, and/or data for both Real-Time 
Communications services and Enterprise Collaborative services including end-to-end QOS. In 
teleconferencing (TC), video teleconferencing (VTC), and data collaboration along with TC and 
VTC, the call setup takes two phases: End-to-End Signaling and Media Transfer. That is, the 
call is set up first using signaling protocol (e.g. AS-SIP) on end-to-end via signaling entities (e.g. 
LSCs, WAN SSs, MFSSs) and then the media sent directly between the calling and called party 
without going through the signaling entities. In fact, it is during the AS-SIP call setup phase, the 
resources reservation across the network is one based on the QOS information provided in the 
signaling messages. In the call flows, we will be showing how the signaling traffic is sent on 
end-to-end using different signaling entities ensuring QOS. On the other hand, the call signaling 
traffic and media are sent together directly on end-to-end path at the same time. 

7.1.1 Assured Point-to-Point Audio/Video/Data Conferencing 
Figure 6 shows the point-to-point real-time conversational audio/video conference call flows 
between the end users that are located in different network end points (Reference f). The key of 
the call flows is that it describes the UC RA architectural rules and principles including QOS 
which are in accordance to the Army global and/or low-level subsets of the global rules and 
principles described earlier.  
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Figure 6: Assured Point-to-Point Audio/Video/Data Conference Call (OV-6c) [1]  
 

Figure 6 depicts detailed rules and principles; however, the following are the summary of the 
high-level principles and rules: 

• The real-time communications application server(s) must be in control of all calls 
implementing all capabilities/features including end-to-end QOS in meeting Army UC 
real-time communications services. 

o In a given AS-SIP call, there can be different types of media (audio, video, and/or 
data) for a given type of call (Emergency, High Priority, Medium Priority, or Low 
Priority). The QOS for each media (audio, video, or data) type of call needs to be 
provided as indicated in the AS-SIP QOS signaling parameters confirming QOS 
policy as assigned in the policy server (QOS, Security, Billing, and Others). 

• The LSC, MFSS, and WAN SS must use the AS-SIP signaling protocol for 
communications among themselves over the network. 

• A LSC, MFSS, or WAN SS that hosts services must communicate with the SCF 
functional entity using AS-SIP protocol. 
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A SCF must be capable to communicate with all application servers that control real-time 
communications services using open standard-based protocols (e.g. AS-SIP, Policy 
Server [QOS, Security, Billing, and Others], RADIUS/DIAMETER, SOAP, HTTP/HTTPS, 
and others) as appropriate. 

• The real-time communications application server(s) implementing the Army UC real-time 
communications services (e.g. Voice and Video Conferencing, Media 
Bridging/Transcoding, Security, and others) must use the open standard-based 
protocols (e.g. AS-SIP, QOS policy server, RADIUS/DIAMETER, and others) for 
communicating through the SCF interfaces of WAN SSs, MFSSs, and LSCs while the 
communications protocol between the SCF and the WAN SS, MFSS, or LSC must only 
be the AS-SIP. 

• WAN SS has only IP interfaces and uses only the AS-SIP call control protocol. 
• An MFSS that has both TDM and IP interfaces will use AS-SIP call control protocol over 

the IP interfaces while ISUP call control protocol over the TDM interfaces and ISUP-SIP 
interworking function (IWF) along with media gateway controller (MGC) and one more 
media gateways (MGs). It may be noted that an MGC can control one or many MGs, 
and MGs may or may not co-located physically with the MGC providing scalable 
architecture. 

• A LSC that has only IP interfaces will use only the AS-SIP call control protocol.  
• A LSC that has both TDM and IP interfaces will use AS-SIP call control protocol over the 

IP interfaces while ISUP call control protocol over the TDM interfaces and ISUP-SIP 
interworking function (IWF) along with its media gateway and media gateway controller. 

• A LSC that supports both AS-SIP and H.323 call control protocol over its IP interfaces, it 
must have AS-SIP and H.323 IWF. 

• If a LSC interfaces to the PSTN, or to legacy Base/Post/ Camp/Station Time Division 
Multiplexing (TDM) systems, it must also support a Primary Rate Interface (PRI), using 
its Media Gateway and Media Gateway Controller. 

• All LSCs must provide Precedence-Based Assured Services via AS-SIP/Assured 
Services Admission Control for IP and for TDM interfaces (where equipped) via its Media 
Gateway using the T1.619a protocol. 

• Voice signaling must conform to the following rules: 
o There is a two-level signaling hierarchy: LSC and either a Multifunction Soft 

Switch (MFSS) or a Wide Area Network Soft Switch (WAN SS) 
 LSC A to MFSS A (or WAN SS A) to MFSS B (or WAN SS B) to LSC B 

when the LCSs have different primary MFSS 
 LSC A to MFSS A (or WAN SS A) to LSC B when they have the same 

primary MFSS 
o The LSCs are assigned a primary and backup MFSS (or WAN SS) for signaling 

robustness 
 Signaling from an IP End Interface to a LSC will be AS-SIP. 

• If proprietary call control protocols are used for some existing 
systems, it has to be dealt with separately case-by-case basis. 

 The LSC to LSC signaling is not permitted external to the security enclave 
except for use in cases involving deployable products operating in a 
single area of operational responsibility network that is not the Army 
LWN. 

o The LSC can set up: 
 On-base sessions when a connection to an MFSS (or WAN SS) is lost. 
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 Sessions to PSTN trunks independent of an MFSS (or WAN SS). 
o Signaling 

 A TDM End Office will signal via Common Channel Signaling System No. 
7 or PRI to MFSS. 

 The MFSS will signal via PRI to the PSTN and to coalition gateways. 
• Edge Border Controllers (EBC), Firewall (FW), Intrusion Detection Service (IDS), and 

Intrusion Prevention Service (IDS) are used to provide IA for voice/data call signaling 
and bearer traffic, and can be implemented as a single of multiple functional entities as 
appropriate. However, a standard-alone EBC provides IA for data call signaling and 
bearer traffic. 

• The authentication, authorization, accounting (AAA) server, policy server, and QOS 
server are separate entities although they have been shown in one logical box in the call 
flow diagrams.  

 
The steps for the point-to-point audio/video conferencing ensuring QOS shown in Figure 6 are 
described as below: 
 

1. User A1, known as the calling user in the IP network, located in the local network places 
a call to another user, known as the called (or callee) user via its pre-configured source 
LSC through which the calling user already registered in the network.  

a. The registration process is not shown in Figure 6 for simplicity. Users may be 
pre-provisioned with definite service features in the Army LWN.  A combination of 
dynamic registration and service provisioning features can be used where the 
user profiles will be stored in the user profiles application server (not shown in 
Figures 4-6) via the LSC and WAN SS (or MFSS).  

b. It should be noted that AS-SIP protocol may be used between the user profiles 
application server and the SCF of the LSC and WAN SS (or MFSS). 

2. The call goes to the local source LSC and the LSC contacts the local AAA, Policy (QOS, 
Security, Billing, and others) server whether the call can be admitted based on the 
security, policy, and QOS features. It should be noted that, per QOS policy, if the LSC is 
allowed to control the QOS dynamically over the IP access network extending between 
the end-user and the LSC, LSC will initiate the resources reservation to meet QOS 
requirements in the access network (via access routers in the IP network using RSVP or 
via TDM switch in the TDM network)  based on the media (audio, video, and/or data) of 
the call type (emergency, priority level) indicated in the AS-SIP signaling messages. If 
QOS is statically allocated like using DiffServ code points, the LSC indicates the IP 
routers for invoking the appropriate code points. 

3.  If the session cannot be admitted, the call is dropped, otherwise, the LSC decides how 
to route the call based on the destination address of the called user. The destination 
address can be one of the followings: IP Local Network (from which the call has been 
originated) and Local LSC may or may not host services, IP Remote Network where 
WAN SS hosts services, or TDM Network where WAN SS hosts services (assuming that 
TDM application services have been unified through migration to the IP network-based 
application services and MFSS does not host services). 

a. If destination user A2 is located with the same local network from which the call 
has been originated, the QOS and if the local LSC hosts the services, the call 
proceeds as follows: 
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i. The local LSC then sends the call to the SCF for sending the call to the 
appropriate local UC application server (s) for servicing the call based on 
the service features indicated in the call for which the users have been 
provisioned. 

ii. The UC application server(s) directs the local LSC via the SCF for setting 
up the call leg with the called user A2. 

iii. The local LSC sets up the call leg with the called user A2. 
iv. The called user A2 accepts the call. Note: Before acceptance of the call, 

there can be call negotiations between user A1 and user A2 for audio and 
video codecs and their parameters along with early media, ring tone and 
other features. For simplicity, we have not shown. 

v. Once the session is set up, the media is sent directly between users A1 
and A2 directly. 

b. If destination user is located with the same local network from which the call has 
been originated, the LSC still invokes QOS over the access network as 
discussed earlier, and if the local LSC does not host the services, the call 
proceeds as follows: 

i. The local LSC routes the call to the WAN SS located in the Army LWN 
wider area network (WAN). However, EBC/FW/IDS/IPS systems are 
around in both local LSC and WAN SS for information assurance (IA). If 
the session is allowed per local IA policies, the call is allowed to route 
from the LSC to the WAN SS, otherwise, the call is dropped. 

ii. The WAN SS then checks with the global AAA, Policy (QOS, security, 
billing, and others)  server whether the session/call can be admitted. Note 
that WAN SS does not need to reserve QOS because the media will pass 
directly between the users over the access network and the backbone 
network will not be involved. The reason that the WAN SS contacts the 
policy server for QOS is to ensure that the LSC is violating any global 
QOS (and other) policies while services are being provided by the 
application server controlled by the WAN SS. 

iii. If the session is allowed to admit in the network, the WAN SS to set up 
the call leg with the local LSC, otherwise, the session is dropped. 

iv. The WAN SS then sends the call to its SCF for route the call to the 
appropriate global UC application server(s). 

v. The SCF then routes the call to the appropriate global UC application 
server(s) for servicing the call. 

vi. The UC application server(s) directs the WAN SS via the SCF for setting 
up the call leg with the local (source) LSC. 

vii. The WAN SS then sets up the call leg with the local (source) LSC. 
viii. The local (source) LSC then sets up the call leg with the called user A2. 
ix. The called user A2 accepts the call. Note: Before acceptance of the call, 

there can be call negotiations between user A1 and user A2 for audio and 
video codecs and their parameters along with early media, ring tone and 
other features. For simplicity, we have not shown. 

x. Once the session is set up, the media is sent directly between users A1 
and A2 directly. 

c. If the destination called user A3 resides in the remote IP network, the call 
proceeds as follows: 



 

56 
 

Quality of Service Rules Based Architecture – Appendix H 
 

 

i. The local LSC routes the call to the WAN SS located in the Army LWN 
wider area network (WAN) after ensuring QOS in the call originating 
access network as described earlier including. However, 
EBC/FW/IDS/IPS systems are around in both local LSC and WAN SS for 
information assurance (IA). If the session is allowed per local IA policies, 
the call is allowed to route from the local LSC to the WAN SS, otherwise, 
the call is dropped. 

ii. The WAN SS then checks with the global AAA, Policy (QOS, security, 
billing, and others) server whether the session/call can be admitted. The 
WAN SS invokes the QOS over the IP backbone network similar to the 
LSC as discussed earlier (it is the QOS policy that DiffServe code points 
will be used for QOS over the IP backbone network). 

iii. If the session is allowed to admit in the network, the WAN SS to set up 
the call leg with the source LSC, otherwise, the session is dropped. 

iv. The WAN SS then sends the call to its SCF for route the call to the 
appropriate global UC application server(s). 

v. The SCF then routes the call to the appropriate global UC application 
server(s) for servicing the call. 

vi. The UC application server(s) directs the WAN SS via the SCF for setting 
up the call leg with the destination LSC. 

vii. The WAN sends the call to the destination LSC. The destination LSC 
contacts the Policy server (QOS, security, billing and others). Per QOS 
policy, the destination LSC invokes the QOS for each media over the 
destination IP access network per QOS information provided in the AS-
SIP call. If the QOS is available in the destination access network, it 
admits the call. Otherwise it drops the call. 

viii. The EBC/FW/IDS/IPS system of the destination LSC checks for 
information assurance (IA). If the session is allowed per local IA policies, 
the call is allowed to route from the WAN SS to the destination LSC 
setting up the call leg, otherwise, the call is dropped. 

ix. The destination LSC then sets up the call leg with the called user A3. 
x. The called user A3 accepts the call. Note: Before acceptance of the call, 

there can be call negotiations between user A1 and user A3 for audio and 
video codecs and their parameters along with early media, ring tone and 
other features. For simplicity, we have not shown. 

xi. Once the session is set up, the media is sent directly between users A1 
and A3 directly. 

d. If the destination called user A4 resides in the TDM network, the call proceeds as 
follows: 

i. The local LSC routes the call to the MFSS (or hybrid LSC with TDM and 
IP interfaces) interfacing both TDM and IP network of the Army LWN 
wider area network (WAN). However, EBC/FW/IDS/IPS systems are 
around the local LSC for information assurance (IA). If the session is 
allowed per local IA policies, the call is allowed to route from the LSC to 
the MFSS (or Hybrid LSC); otherwise, the call is dropped. Note: We are 
assuming MFSS or Hybrid LSC does not host services due to full 
migration of services over the IP-based UC application servers. 

ii. The MFSS then routes the call to the WAN SS for serving the call by the 
appropriate global UC application server(s). 
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iii. The EBC/FW/IDS/IPS system around the WAN SS checks for information 
assurance (IA). If the session is allowed per local IA policies, the call is 
allowed to route from the MFSS to the WAN SS setting up the call leg, 
otherwise, the call is dropped. 

iv. The WAN SS then checks with the global AAA, Policy, and QOS server 
whether the session/call can be admitted. 

v. If the session is allowed to admit in the network, the WAN SS to set up 
the call leg with the MFSS, otherwise, the session is dropped. 

vi. The WAN SS then sends the call to its SCF for route the call to the 
appropriate global UC application server(s). 

vii. The SCF then routes the call to the appropriate global UC application 
server(s) for servicing the call. 

viii. The UC application server(s) directs the WAN SS via the SCF for setting 
up the call leg with the MFSS. 

ix. The WAN sets up the call leg with the MFSS. 
x. The MFSS then routes the call to the destination called user A4 via the 

TDM switches over the TDM/ISDN network. 
xi. The called user A4 accepts the call. 

7.2 Non-Real-Time UC Services ensuring QOS 

The non-real-time UC applications that do not contain audio and/or video are can be termed as 
data applications, and operate in client-server (C-S) mode. Like all applications servers, each of 
these UC application server also needs to be distributed as explained in the case of XMPP-
based IM/Chat application server described below. The call flows of each collaborative 
enterprise application service will be like those of the IM/Chat application explained in the next 
section except that they will use different application protocols other than XMPP. For example, 
in the case of the web services, the application protocol sets can be 
SOAP/WDSL/HTTP/HTTPS. 

7.2.1 IM/Chat /Presence Communications (Stand-Alone) 
The Instant Message (IM)/Chat/Presence service, when used as a stand-alone service, is being 
provided by the Extensible Messaging and Presence Protocol (XMPP) application server. For 
scalability of the services, a given application server is geographically distributed, but all the 
servers will behave as a single logically centralized application server. In this context, we have 
created a logical hierarchy of the XMPP application server. The entire Army LWN network has 
been divided into certain logical domains that may be called local or regional network. There is a 
local/home/source XMPP server in each domain. The global XMPP application server controls 
all other local/home/source XMPP application servers. Each local/home/source XMPP server 
provides the services to the users that are located within its service domain and registered with 
this server. If the source-destination users for IM/Chat communications remain in the same 
domain, the local/home/source XMPP server of that domain serves the call. If the source-
destination users remain in two separate domains, the local/home/source XMPP server sends 
the call to the global XMPP server and the global XMPP server then sends the call to the 
remote local/home/source XMPP server where the destination user is located. Finally, the 
remote local/home/source XMPP server sends the call to the destination user. In fact, all other 
application servers that provide different services will use the same or similar distributed server 
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architectural principles for each kind application server including point-to-point and multipoint 
conferencing services. 

The IM/Chat scenario, an Army user sends an IM to another user.  The high-level rules which 
govern this operation are [Reference c]: 

• Instant Messaging and Chat servers must use the XMPP as described in the latest 
version of the Unified Capabilities Requirements for client to server (C2S) and server to 
server (S2S) communication 

• DoD Components must use IM and Chat products from the UC APL if they want to 
establish S2S communication across the Wide Area Network 

• All XMPP streams, including both C2S and S2S connections, must be secured with the 
use of Transport Layer Security (TLS) 

• Proprietary C2S protocols are permitted within the context of a Military Department 
enclave, but must be able to federate with native XMPP servers by means of an XMPP 
S2S stream enabled through the use of an XMPP gateway implementation 

• An XMPP client must connect to its “local/home” server in order to be granted access to 
the network and subsequently to be permitted to exchange instant messaging and 
presence information with other users/services 

As with the voice and video scenarios, the detailed rules and requirements for IM/chat C2C and 
S2S operation are described in the most recent version of the DoD UCR [Reference c]. Unlike 
voice/video/multimedia application as described earlier, both call signaling and media of IM/Chat 
pass through the same path. Figure 7 illustrates the call flows of the IM/Chat application that 
uses XMPP protocol: 
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Figure 7: Assured Point-to-Point IM/Chat Communications (OV-6c) [1]  
 

1. User A1 sends an IM/Chat to the existing contact. 
2. The call comes to the FW/IDS/IPS of user A1’s local/home XMPP server and the call is 

checked whether it is acceptable per local policies. If the call is acceptable, the call is 
sent to the local/home XMPP server. Otherwise, the call is dropped. 

3. Before sending the call to the XMPP server over the IP network, per QOS policy set in 
the policy server, the originating IP access router invokes QOS for the non-real-time 
XMPP application over the network between the call originating access network and the 
destination network where the XMPP application server is located. If the QOS is 
available, the call is admitted. Otherwise the call is dropped. 

4. The call then comes to the local/home XMPP application server and the XMPP server 
checks with its local AAA, Policy server. If the security and other policies are acceptable 
for the call, the call is examined for routing to one of its destinations. Otherwise, the call 
is dropped. 

5. If the call is accepted, the local/home XMPP server processes the call for sending to its 
destination, which consists of two possible paths: Destination user is attached to the 
same IM/Chat server domain or Destination user is attached to another IM/Chat server 
domain. Again, QOS is invoked over the IP network as described earlier. For simplicity, 
we are describing the same QOS invocation process in all steps. 
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6. When an IM/Chat is sent to a user associated with the same IM/Chat server, the 
message flow goes from client to server to client. That is, local/home/source XMPP 
server sends the call to user A2 and user A2 receives the IM/Chat message. 

7. If the recipient is associated with a different server, the local/home XMPP server sends 
the call to the global XMPP application server. 

8. The FW/IDS/IPS systems of the global XMPP application server checks whether the call 
is acceptable based on the local policies. If the call is acceptable, the IM/Chat call is sent 
to the global XMPP application server. Otherwise, the call is dropped. 

9. The global XMPP application server then checks with the global AAA, Policy (QOS, 
Security, Billing, and others) server whether the call is acceptable. If the security, policy, 
and QOS criteria are met, the call is sent to one of the two possible destinations: 
Destination user is attached to the same global IM/Chat server domain or Destination 
user is attached to another remote local/home IM/Chat server domain. 

10. If the destination user is attached to the same global IM/Chat server domain, the global 
XMPP application server routes the call to user A4 as can be seen in Figure 7 and user 
A4 receives the IM/Chat message. However, we have taken an example variation what if 
the destination user does not use the XMPP protocol for IM/Chat. In this case, a 
messaging gateway is used for conversion of the IM/Chat between XMPP and 
proprietary protocol, and the global XMPP server routes the call to the message gateway 
and then the message gateway sends the call to user A3. User A3 receives the IM/Chat 
message. 

11. If the destination user is attached to another remote local/home IM/Chat server domain, 
the global XMPP server sends the call to the remote local/home XMPP server in which 
domain the destination user (e.g. user A5) is located. 

12. The FW/IDS/IPS systems of the remote local/home XMPP application server checks 
whether the call is acceptable based on the local policies. If the call is acceptable, the 
IM/Chat call is sent to the remote local/home XMPP application server. Otherwise, the 
call is dropped. 

13. The call is then routed to the remote local/home XMPP application server and the server 
checks with its local AAA, Policy & QOS server. If the call meets the security and policy 
(QOS, security, Billing, and others) criteria, the call is sent to the user. Otherwise the call 
is dropped. User receives the IM/Chat message. 
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Appendix B - Queuing Hierarchy for DISN IP Service Classes 

Fielding VoIP is more complicated than fielding or upgrading circuit-switched TDM voice.  TDM 
voice, is  working with a dedicated, isolated system.  TDM voice has its own network and its 
own inside and outside plant wiring.  Quality of service (QoS) is controlled and guaranteed by 
the nature of the equipment. 

In contrast, VoIP uses the data network.  It shares the transport path with all the data 
applications: email, web browsing, streaming video, etc.  This is an issue because VoIP is a 
real-time service.  To provide acceptable QoS, the VoIP traffic must encounter minimal delay 
(latency), jitter, and packet loss.  This is accomplished in three stages:   

First, the campus local area network must conform to the requirements in the UCR.    

Second, the entire transport path from the end user instrument to egress from the installation 
must be configured to use the Diffserv code points, class of service, and router queues specified 
by the UCR.  This will ensure that when the network gets congested, VoIP traffic will receive 
priority, and QoS will be maintained. 

Third, for assured service, the VoIP system uses access control.  The Defense Information 
Systems Network ( DISN) core is bandwidth-rich, and it is assumed that there is plenty of 
bandwidth to support VoIP.  Similarly, the UCR requires each installation LAN to be provisioned 
so that there is plenty of bandwidth.  For a specific data rate, the UCR specifies the number of 
users that can be supported by a link pair.  That means that the only potential bottleneck is the 
link from the installation to the DISN aggregation router.  To maintain QoS, the LSC has a call 
budget for that link.  Only a certain number of calls are allowed, depending on the bandwidth 
available for VoIP.  Any attempt to make an additional call is blocked.  (Actually, the LSC 
examines the precedence of the new call.  If it is higher than the precedence of an existing call, 
the existing call is terminated, and the call is completed.  If there are no existing calls with lower 
precedence, the new call is blocked.) 

Note: while Multiprotocol Label Switching (MPLS) is used in the DISN core, it is generally not 
used in the installation LAN or the link between the installation and the DISN aggregation router.  
The installation LAN is provisioned to be bandwidth rich and there are only a few hops between 
the VoIP phone and the TLA stack.  There is no need to use MPLS to control the routing path.  
Regarding the link between the installation and the DISN aggregation router, DISA does not 
offer MPLS. 

To link parents and children, Virtual Private Network (VPN) tunnels will probably be employed.  
Since this traffic travels over DISA facilities in most theaters, the tunnels will be whatever 
technology DISA provides.  In proposed plans for the Joint Information Environment, this 
connection will be a Layer 2 VPN. 

To configure the QoS settings in the network, coordination must take place with the Network 
Enterprise Center (NEC).  While the PM can configure the equipment it installs, the NEC will 
have to configure all the preexisting equipment. 
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The following  excerpts from UCR Change 2008 and UCR 2013 identified the requirements 
needed to ensure Quality of Service in the Army’s Unified Capabilities: 

DoD UCR Change3,  Section 5.3.3, Network Infrastructure End-To-End Performance 
Requirements, defines a four-queue model for maintaining the required QoS for each UC 
Aggregate Service Class. Assured Voice, User Signaling, and Network Control Traffic are 
placed in the Expedited Forwarding (EF) queue. Assured Multimedia Conferencing (i.e., Video) 
traffic is placed in the Class 4 Assured Forwarding (AF4) queue. Preferred data, non-assured 
video and voice over internet protocol (VVoIP); IM, Chat, and Presence; and Operations, 
Administration and Maintenance (OA&M) traffic is placed in the Class 3 Assured Forwarding 
(AF3) queue. All other traffic (data and any other service) are placed in the Best Effort (Default) 
queue. NOTE: User Signaling associated with non-assured VVoIP is placed in the EF queue. 
Figure 3 shows the queue structure, Differentiated Services Code Points (DSCPs), and 
associated rules for each granular service class.  
 

 
 

Figure 8: Queuing Design Overview 
 

To ensure acceptable QoS in IP networks for assured VVoIP, it is necessary to assign the 
assured VVoIP traffic to different queues than non-assured VVoIP and data sessions on 
congested connections. Mixing assured VVoIP with non-assured VVoIP in the same aggregate 
service  class (and queue) will result in the uncontrolled non-assured VVoIP degrading the 
assured VVoIP sessions on congested networks. To delineate the assured VVoIP from the non-
assured VVoIP (and other types of packets), IP packets are marked with unique DSCPs.  
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The following discussion explains the differences between assured and non-assured VVoIP, 
and why they are assigned to two different queues:  
 

1. Assured VVoIP traffic is subject to Session Admission Control (SAC). SAC policies 
control the number of sessions that are offered to the network. Session admission 
control can be provided by LSCs or Gatekeepers (i.e., H.323 Gatekeepers) and is 
associated with establishing a budget for the number of simultaneous sessions and with 
ensuring that the number of active sessions is within that budget. Assured Services 
Admission Control (ASAC) extends SAC to allow sessions to be preempted when the 
SAC budget is at capacity and additional higher precedence sessions are offered. The 
ability to apply SAC to assured VVoIP ensures that assured VVoIP traffic is deterministic 
or predictable in nature. Since the offered load is predictable, it can be traffic-
engineered, and the network (queue size) can be designed for the traffic-engineered 
load.  

 
2. Non-assured VVoIP has many of the same characteristics as assured VVoIP with two 

critical differences. The first difference is that SAC is not applied to non-assured VVoIP. 
This is so because non-assured VVoIP typically is composed of peer-to-peer sessions 
that do not transit a centralized SAC appliance, (e.g., LSC); therefore, SAC cannot be 
applied. The second difference is that non-assured VVoIP sessions cannot be traffic-
engineered to ensure QoS. This is so because, without SAC, the offered load is not 
predictable.  

 
In addition to queuing, it is essential to apply traffic conditioning to the non-assured VVoIP 
packets since the packets are sent using the User Datagram Protocol (UDP) and are 
connectionless, meaning that the host will continue transmitting at the same rate independent of 
the network’s ability to support that rate. Also, the UDP packets can quickly cause the preferred 
data sessions that are queued (in four-queue model) to terminate because of their use of 
Transmission Control Protocol (TCP), which responds to congestion by decreasing packet 
transmission rate. Enabling traffic conditioning on non-assured VVoIP packets will still cause 
unacceptable degradation on non-assured VVoIP sessions during periods of high usage, but will 
ensure that preferred data sessions continue to receive better than best effort performance IAW 
the UCR performance objectives.  
 
The bandwidth for each queue must be provided based on a sound traffic-engineering analysis, 
which includes the site budget settings, the site busy hour traffic load plus a 25 percent surge 
for voice and video traffic, plus a 10 percent aggregate overhead for signaling, NM, and routing 
traffic.   
 
 
The tables below represent the Four Queue and Six Queue Quality of Service Provisioning 
Models  
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Table 16: QoS Four Queue Model* 
 

 
Legend 

AF Assured Forwarding 
BE Best Effort 
B/W Band width 
CBWFQ Class-Based Weighted Fair Queuing 
FIFO First  In First Out 

 
*Note: DISA is currently using Four Queue Provisioning Model transitioning to Six Queue Provisioning 
Model. 
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Table 17: QoS 6 Queue Model* 

 
Legend 

AF Assured Forwarding 
BE Best Effort 
B/W Band width 
CBWFQ Class-Based Weighted Fair Queuing 
FIFO First  In First Out 
 

*Note: DISA is currently using Four Queue Provisioning Model transitioning to Six Queue Provisioning 
Model. 
 
[Required: Core, Distribution, and Access Products] The Core, Distribution, and Access 
products shall be capable of the following QoS features:  
 
1. Providing a minimum of four queues (See Figure 9, Four-Queue Design).  
2. Assigning any incoming access/user-side “tagged” session to any of the queues for 
prioritization onto the egress (trunk-side/network-side) interface. 

Queue Granular Service Class Customer DSCP 
(Base 10) DISN Service Class Queueing 

Strategy
Bandwidth 

Provisioning

5 Network Ctrl 48(CS6) Network Control PQ (EF) 5% Min B/W
User Signaling 40
Short Message 32
Assured Voice 41,43,45,47,49
Assured Multimedia Conf 33,35,37,39,51
Non-Assured Multimedia Conf 28,30,34,36,38
Non-Assured Voice 46
Broadcast Video 24
Multimedia Streaming 25-31
Low Latency Data 17-23
High Throughput Data 9-15
OAM 16

1 Default (Best Effort) All remaining Elastic FIFO 
(BE) 20% Min B/W

0 Low Priority(Scavenger) 8 Scavenger FIFO 
(BE) 10% Min B/W

4

3

2 Preferred Elastic 30 % Min B/W

Assured Realtime

Non-Assured Realtime

20 % Min B/W

15 % Min B/W

CBWFQ 
(AF)

LLQ (EF)

LLQ (EF)
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Figure 9:  Four-Queue Design Scheme 
 

3. Supporting Differentiated Services (DiffServ) per hop behaviors (PHBs) and traffic 
conditioning IAW RFCs 2474, 2597, 3140, and 3246.  
 
a. Expedited Forwarding (EF)  
b. Assured Forwarding (AF)  
c. Best Effort (BE)  
d. Class Selector (CS)  
e. PHB Identification Codes  
 
4. All queues shall be capable of having a bandwidth (BW) assigned (i.e., queue 1: 200 kbps, 
queue 2: 500 kbps) or percentage of traffic (queue 1: 25 percent, queue 2: 25 percent). The BW 
or traffic percentage shall be fully configurable per queue from 0 to full BW or 0 to 100 percent. 
The sum of configured queues shall not exceed full BW or 100 percent of traffic.  
 
5. Core, Distribution, and Access products shall meet the traffic conditioning (policing) 
requirements of Section 5.3.3.3.4 as follows:  
 
a. The product shall calculate the bandwidth associated with traffic conditioning in accordance 
with RFC 3246, which requires that the queue size should account for the Layer 3 header (i.e., 
IP header), but not the Layer 2 headers (i.e., Point-to-Point Protocol (PPP), MAC, and so on) 
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within a margin of error of 10 percent. When the other queues are not saturated, the Best Effort 
traffic may surge beyond its traffic-engineered limit.  
 
b. Core and Distribution products have been engineered for a blocking factor not to exceed 2:1. 
The aggregation of the Assured Forwarding and Expedition Forwarding queues should be 
configured to guarantee prioritization correctly, given the blocking factor. Priority queues (EF, 
AF4, and AF3) shall be configured as not to exceed 50 percent of the egress link capacity.  
 
c. Access devices have been engineered for a blocking factor of 8:1 or less. Prioritization of 
traffic is accomplished primarily to minimize latency. VoIP traffic is estimated at 2 (for dual 
appearances) bidirectional calls at 100 Kbps each or 400 Kbps - 0 percent of 100Mbps), video 
traffic is estimated at (500 Kbps bidirectional or 1 Mbps total - 1.0 percent). With estimated 
blocking factor (8:1), 12.5 percent of the traffic is non-blocking. Based on traffic engineering 
outlined, the 3 priority queues should be set up not to exceed 12.5 percent of the egress link 
capacity.  
 
NOTE: Bandwidth calculation assumes highest bandwidth use codec of G.711. 

5.3.3.3.2 Differentiated Services Code Point  

[Required] The product shall support the Differentiated Services Code Point (DSCP) plan, as 
shown in Table 5.3.3- ,UCR Change 3,  DSCP Assignments. DiffServ assignments shall be 
software configurable for the full range of six bit values (0-63 Base10) for backwards 
compatibility with IP precedence environments that may be configured to use the TOS field in 
the IP header but do not support DSCP. 

5.3.3.3.3 VVoIP Assured Forwarding Per-Hop Behavior Requirements 
 
Assured forwarding allows for some level of delivery guarantee as long as the traffic does not 
exceed a predetermined subscription rate. Traffic that exceeds the subscription rate faces a 
higher probability of being dropped if congestion occurs. Assured Forwarding Per-Hop Behavior 
(PHB) is defined in RFCs 2597 and RFC 3260. 
 
1. [Required] The system routers supporting VVoIP shall support and configure the four-queue 
PHBs, as defined in Table 5.3.3-2, Four-Queue PHB Approach. 
2. [Required] The system routers supporting VVoIP shall support and configure the six-queue 
PHBs as defined in Table 5.3.3-3, Six-Queue PHB Approach. 
3. [Required] CE Router PHB bandwidth allocation and negotiation needs to occur between the 
AR and the CE Router to prevent asymmetrical performance. 
4. [Required] The CE Router bandwidth budget must be less than or equal to the AR bandwidth 
budget per queue. 
 
NOTE 1: For example, if an LSC session budget is 10 voice sessions, then the CE Router 
bandwidth budget for the EF queue must be greater than 1,100 kbps (10 * 110 kbps). If the CE 
Router bandwidth budget was say, 1400 kbps, to account for expected growth, surge, or other 
unplanned EF traffic; then the AR bandwidth must be greater than 1400 kbps or greater than the 
CE Router bandwidth budget. The LSC session budget must be less than the equivalent CE 
Router bandwidth budget, in the scenario above, less than 1400 kbps. 
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NOTE 2: For Assured Forwarding (AF) and Expedited Forwarding (EF) PHBs, refer to UCR 
2008, Change 3, Section 5.3.2.14.3, Per Hop Behavior Support. 
 
5. [Required] Use of the Six-Queue model is required for routers that support it. 
 
6. [Required] The same queuing model (six or four) shall be configured at both ends of the 
communication path to prevent asymmetrical performance. 
 
7. [Required] If the router supports it, the six-queue model shall be configured on interfaces 
above T1. 
 
8. [Required] The four-queue model shall be configured on interfaces T1 and below or on 
routers that do not support the six-queue model. 
 
UCR 2008, Change 3,  Table 5.3.3-2 Four Queue PHB Approach and Table 5.3.3-3 Six Queue 
PHB Approach are replicated in Tables 12 and 13 of this document. 
 
 
UCR Change 3, Section 5.3.3.3.4 Traffic Conditioning Requirements  
 
Traffic conditioning and engineering seeks to avoid congestion on IP-based networks. One way 
to avoid congestion is through the assignment of packets into their own Committed Information 
Rate (CIR) subgroups part of a larger CIR group. The partitioned subgroups are called “packet 
queues”, while the action “queuing”, is closely related to the “scheduling” of packets into each 
subgroup and it is called packet queuing. Each queue is given its own preferential treatment for 
traffic remarking, policing and scheduling.  
 
The overall strategy is called Quality of Service (QoS). The need for QoS stems from network 
traffic consisting of data sent by different kinds of applications. These various applications have 
different network bandwidth needs and use different transmission protocols to send their data. 
When these different types of data converge, and are sent on a shared link, one transmission 
can overwhelm another, resulting in a negative effect.  
 
However, since traditional queuing and scheduling algorithms manage the front end of a packet 
buffer line; as congestion increases, so does the need to manage the tail end of the buffer. If no 
congestion avoidance algorithm is configured, the link is said to tail drop. In other words, as 
queue buffers begin to fill, all packets are dropped on arrival. This has a negative effect on 
mission-driven real time traffic. 
 
In this section, traffic conditioning relates to the tail end aspects of buffer queuing.  
 
NOTE: The definition of traffic engineering is found in Appendix A, Section A2, Glossary and 
Terminology Description.  
 
1. [Required] All CE Router and/or AR interfaces in the direction of the CE Router shall support 
traffic conditioning on an aggregate granular service class basis on the input interface.  

NOTE: The product shall calculate or be configurable to support the bandwidth associated with 
traffic conditioning in accordance with RFC 3246, which requires that the queue size should 
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account for the Layer 3 header (i.e., IP header), but not the Layer 2 headers (i.e., Point-to-Point 
Protocol (PPP), MAC, and so on) within a margin of error of 10 percent. This means, when other 
queues are not saturated; lower precedence traffic may surge beyond its queued traffic-
engineered limit to use a higher precedence queue.  

2. [Required] The system routers shall be able to traffic condition using IP addresses, protocol 
port numbers, and DSCPs as discriminators, as a minimum.  

3. [Required] All CE Router and/or AR interfaces toward the CE Router shall support traffic 
conditioning on a granular service class basis on the output interface.  

NOTE: The product shall calculate or be configurable to support the bandwidth associated with 
traffic conditioning in accordance with RFC 3246, which requires that the queue size should 
account for the Layer 3 header (i.e., IP header), but not the Layer 2 headers (i.e., Point-to-Point 
Protocol (PPP), MAC, and so on) within a margin of error of 10 percent. This means, when other 
queues are not saturated; lower precedence traffic may surge beyond its queued traffic- 

engineered limit to use a higher precedence queue. 

 
UCR 2013, Section 10.6.9 DiffServ for Routers 
 
The DISN Router shall support DiffServ as follows:  
 
NI-011460 [Required] The router shall support DiffServ in accordance with RFCs 2474 and 
3140 as updated by 3168, 3260.  

NI-011470 [Required] The router shall support the DiffServ Expedited Forwarding (EF) Per-Hop 
Behavior (PHB) and code point assignment as defined by RFC 3246.  

NI-011480 [Required] The router shall support the DiffServ Assured Forwarding (AF) PHB 
classes and code point assignments as defined by RFC 2597 as updated by 3260.  

NI-011490 [Required] The router shall support DiffServ over MPLS by mapping the 
Differentiated Services Code Point (DSCP) of packets received into MPLS EXP-Inferred LSPs 
(E-LSP) as defined by RFC 3270 as updated by 5462.  

NI-011500 [Required] The router shall support DiffServ over MPLS by mapping DSCP code 
points of packets received into Label-Only-Inferred LSPs (L-LSPs) as defined by RFC 3270 as 
updated by 5462.  

NI-011510 [Optional] The router shall support the 16-bit encoding mechanism for the 
identification of DiffServ PHB in protocol messages, including both code points defined by 
standards action and code points not defined by standards action, as specified in RFC 3140.  
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Appendix C - Acronym List 

Abbreviation Description 

AAA Authentication, Authorization, Accounting 

ADN Area Distribution Node 

AF Assured Forwarding 

APL Approved Product List 

AR Aggregation Router 

ASAC Assured Services Admission Control 

ASLAN Assured Services Local Area Network 

BE Best Effort 

B/P/C/S Base/Post/Camp/Station 

C2S Client to Server 

CBA Cost Based Analysis 

CBWFQ Class-Based Weighted Fair Queuing 

CE-R Customer Edge Router 

CIO Chief Information Officer 

CONUS Continental United States 

DA Department of the Army 

DiffServ Differentiated Services 

DISA Defense Information Systems Agency 

DISN Defense Information Systems Network 

DISR Department of Defense Information Technology Standards Registry 

DoD Department of Defense 

DoDI Department of Defense Instruction 

DSCP Differentiated Services Code Point 

DSL Digital Subscriber Line 

DWDM Dense Wavelength Division Multiplexing 

E2E End to End 

EBC Edge Boundary Router 

EoIP Everything over Internet Protocol 
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EF Expedited Forwarding 

ERB Engineering Review Board 

FIFO First In First Out 

GMPLS Generalized Multiprotocol Label Switching 

GPON Gigabit Passive Optical Network 

HTTP Hypertext Transfer Protocol 

HTTPS Hypertext Transfer Protocol Secure 

I3A Installation Information Infrastructure Architecture 

I3C2 Installation Information Infrastructure Communications and Capabilities 

I3MP Installation Information Infrastructure Modernization Program 

IA Information Assurance 

IAW In Accordance With 

IETF Internet Engineering Task Force 

IP Internet Protocol 

ISDN Integrated Services Digital Network 

IDS Intrusion Detection Service 

ISP Internet Service Provider 

IWF Interworking Function  

JTIC Joint Testing Integration Center 

LLQ Low Latency Queue  

LSC Local Session Controller 

LWN LandWarNet 

MANet Mobile Ad Hoc Network 

MCN Main Computer Node 

MFSS Multifunction Soft Switch 

MG Media Gateway 

MGC Media Gateway Control 
MPLS Multiprotocol Labeling Switching 
NEC Network Enterprise Center 
NETCOM Network Enterprise Technology Command 
NM Network Management 
OA&M Operation Maintenance Administration 

OLT Optical Line Terminal 
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PC  Personal Computer 
P/C/S  Post/Camp/Station 
PEO Program Executive Office 
PQ Priority Queue 
PRI Primary Rate Interface 
PSAP Public Safety Answering Point 
PSTN Public Switched Telephone Network 
QoS Quality of Service 
RA Reference Architecture 
RFC Request for Change 
RM Resource Manager 

RSVP Resource Reservation Protocol 

S2S Server to Server 

SAC Session Admission Control 
SBC Session Border Controller 
SC Signal Command 
SCF 

 SIP Session Initiation Protocol 
SOAP Simple Object Access Protocol 
SONET Synchronous Optical Network 
SS Soft Switch 
StdV1 Standards Profile 
StdV2 Standards Forecast 
TBD To Be Determined 
TC Teleconferencing 
TCP Transmission Control Protocol 
TDM Time Division Multiplexing 
TLA Top Level Architecture 
TLS Top Layer Security 
UC Unified Capabilities  
UC MP Unified Capabilities Master Plan 
UCR Unified Capabilities Requirements 
UDP User Datagram Protocol 
VoIP Voice over Internet Protocol 
VoSIP Voice over Secret Internet Protocol 
VPN Virtual Private Network 
VTC Video Teleconferencing 
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VVoIP Video and Voice over Internet Protocol 
WAN Wide Area Network 
WDSL Web Services Description Language 
WiFi Wireless Fidelity 
XMPP Extensible Messaging and Presence Protocol 
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Appendix D - Vocabulary (Integrated Dictionary – AV2) 

Assumptions: Assumptions identify the UC steady state environment and how it will look over 
time, and the rules of how the sustainment and ongoing capabilities are determined. They 
expand on and provide additional information based on the principles provided. 
Business Rules:  Business rules represent relationships among the UC inputs, controls, 
outputs and mechanisms and resources used. For example, a business rule can specify who 
can do what under specified conditions, the combination of inputs and controls needed, and the 
resulting outputs. UC business rules are based on best practices and provide design tenets and 
constrain the implementation of principles and relevant policies 
Conformance Testing: Conformance testing is conducted to determine whether a product or 
system meets some specified standard that has been developed for efficiency or 
interoperability. The rules based architecture approach allows for technical positions and 
patterns to be developed into standards for testing purposes.  The test run identifies the 
conformance to standards and examines the deltas (if any) based on the information/interaction 
exchange criteria.  Conformance testing provides traceability back to the design constraints 
stated in the business rules and the principles outlining the fundamental values of UC.  Metrics 
and success criteria are collected to measure conformance to standards under specific 
conditions in a network environment. 
Constraints: The constraints provide the Army with the applicable rules, laws and policies set 
forth by the Army and DoD on UC related requirements and processes.  These constraints 
identify the limits and boundaries implemented guide the development of business rules and 
technical patterns and positions. 
Converged. All types of services, defined by the GIG Enterprise Service Profile Document 
(GESP), exist simultaneously on the same Internet Protocol (IP) network. (Source document: 
UC Framework 2013). 
Converged Network. An Internet Protocol (IP) network used to transmit a combination of voice, 
video, and/or data services. (Source document: UC Framework 2013). 
Differentiated Services (DS). A quality of service delivery model, in which the flows are 
classified, policed, marked, and shaped at the edges of a DS domain. The nodes in the core of 
the network handle packets according to the per-hop behavior that is selected based on the 
contents of the DS field (Differentiated Services Code Point) in the packet header. (Source 
document: UC Framework 2013). 

Differentiated Services Architecture. Contains two main components. One is the fairly well 
understood behavior in the forwarding path and the other is the more complex and still emerging 
background policy and allocation component that configures parameters used in the forwarding 
path. The differentiated services architecture is based on a simple model where traffic entering 
a network is classified and possibly conditioned at the boundaries of the network, and assigned 
to different behavior aggregates. Each behavior aggregate is identified by a single Differentiated 
Services Code Point (DSCP). Within the core of the network, packets are forwarded according 
to the per-hop behavior associated with the DSCP. [RFC 2475]. 

Differentiated Services (DS) Field (DS Field). The six most significant bits of the Internet 
Protocol, version 4, Type of Service octet or the Internet Protocol, version 6, traffic class octet. 
(Source document: UC Framework 2013). 
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Differentiated Services Code Point (DSCP). A value that is encoded in the Differentiated 
Services (DS) field and that each DS node must use to select the per-hop behavior that is to be 
experienced by each packet it forwards. (Source document: UC Framework 2013). 

Elastic (or Non-Real-Time): While real-time applications do not wait for late data to arrive, 
elastic applications such as data applications like file transfer, email, chat/instant messaging 
(IM), web data traffic, and others will always wait for data to arrive. The elastic or non-real-time 
applications do not have any performance guarantees, but may or may not have an allocated 
capacity. If any data applications like delay sensitive file transfer and short-interactive data that 
have definite performance requirements will fall into Preferred Elastic application category, but 
will not be called near-real-time application category. (Source document: QoS GTP-0009, UC 
Framework 2013, RFCs 1633, 4594). 

Global Information Grid (GIG): The globally interconnected, end-to-end set of information 
capabilities for collecting, processing, storing, disseminating, and managing information on 
demand to warfighters, policy makers, and support personnel. The GIG includes owned and 
leased communications and computing systems and services, software (including applications), 
data, security services, other associated services, and National Security Systems. Non-GIG IT 
includes stand-alone, self-contained, or embedded IT that is not, and will not be, connected to 
the enterprise network. 

Inelastic (or Real-Time): See Real-Time. 

Near-Real-Time (or Peferred Elastic): Like real-time, an event occurs in real-time but the 
event is distributed in one way from the source to one or multiple destination endpoints while no 
destination endpoint participates in communications like audio/video streaming. The 
performance requirements for the near-real-time one-way audio/video communications are less 
stringent than those of two-way real-time audio/video communications.It should be noted that 
the delay sensitive file transfer and other data applications are not considered as a part of near-
rela-time applications (see Preferred Elastic). (Source document: QoS GTP-0009, UC 
Framework 2013, RFCs 1633, 4594). 

Non-Real-Time: See Elastic. 

Packet Marking. Marking in packets following their classification for a given service delivery, 
which includes Differentiated Services Code Point, Flow Label, or Security Parameter Index bit 
fields. (Source document: UC Framework 2013, RFC 4594). 

Preferred Elastic: A specially created service class category to meet unique DOD application 
requirements; it has varying degrees of service class categories. Examples include multi-media 
streaming (e.g. audio/video one-way distribution), shortinteractive transactions and delay-
sensitive file transfers. However, multi-media streaming (e.g. audio/video one-way distribution) 
applications can be further differentiated from the delay sensitive data applications defining as 
near-real-time applications. These unique differentiations are needed because of stringent 
performance requirements. Audio/video streaming has one-way delay requirements are of the 
order of 100s of milliseconds along with stringet delay and phase jitters. While delay sensitive 
file transfer and other data applications have one-way delay requirements of the order of few 
seconds with no particular delay and phase jitter requirements. (Source document: QoS GTP-
0009, UC Framework 2013, RFCs 1633, 4594). 
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Principles: Reference architecture principles are enduring guidelines that describe how UC will 
fulfill its mission.  Principles express the intent of the capability and fundamental values to be 
achieved with UC. UC principles tie back to business/warfighting requirements and drive 
technical positions and patterns. They inform and support how the Army achieves the UC 
mission and are intended to be enduring and seldom amended. 

Quality of Service: The capability to provide resource assurance and service differentiation in a 
network. Used with the local area network to provide different priority to traffic flows or sessions, 
or guarantee a certain level of performance to a traffic flow or session in accordance with 
requests from the application program. Quality of service is used in conjunction with traffic 
tagging to guarantee that prioritized traffic flows or sessions are given preferential treatment.  
Also, the collective effects of service performances that determine the degree of satisfaction of a 
user of the service. (Source document: UCR 2008). 

Real Time:  At the same time, simultaneously like audio conversational communications from 
both or multiple ends, and real-time applications do not wait for late data to arrive. An event 
where two or more people communicate simultaneously, similar to the way people speak on a 
telephone at the same time. Any event that occurs in real time indicates that the event is 
happening, as we would see it, in actual time like video teleconferencing (VTC). (Source 
document: UC Framework 2013, RFCs 1633, 4594).The performance requirements for the two-
way real-time audio/video communications are the most stringent.  

Reference Architecture: Reference architectures guides and constrain the instantiations of 
solution architectures.  It also provides a common language for various stakeholders, guidance 
and consistency of implementations of technology to solve problems, supports the validation of 
solutions, and encourages adherence to common standards, specification and patterns. 
Reference Architecture normalizes the institutional understanding of capabilities at the 
enterprise level, and provides a common set of principles/rules, process patterns, and technical 
positions for use within the DoD to guide development of Enterprise, Segment, or Solution 
architectures. 
Router:  A router is an appliance that is a packet switch that operates at the network layer of 
the Open Systems Interconnection Protocol model. Routers within the Internet Protocol (IP) 
Unified Capabilities architecture interconnect networks over local and wide areas, and provide 
traffic control and filtering functions when more than one pathway exists between two endpoints 
on the network. The primary function of routers is to direct IP packets along the most efficient or 
desired path in a meshed network that consists of redundant paths to a destination. Many 
routers in the DOD IP Unified Capabilities architecture include local area network switch 
functions and the distinction between the two types of appliances continues to blur. (Source 
document: UC Framework 2013). 

Technical Positions and Patterns: Technical positions describe the technical guidance and 
standards established for UC. This technical guidance documentation allows for system owners, 
PEOs/PMs justification to resource their systems and identifies potential choices and tradeoffs 
to perform. Patterns provide how UC artifacts may be organized and related for repeated use 
and support process reuse. They are typically descriptions of structural, behavioral, or graphical 
model instantiations that focus on interaction of the artifacts. Patterns will undergo change as 
new pattern concepts are discovered and emerge from solution architectures.  
Traffic Classification. A mechanism that allows the networks to distinguish among different 
categories of traffic, connection requests, and provisioning requests. The classification may be 
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performed at the Edge and Core nodes during packet transport, as well as through indications in 
the control and management planes for setting up connections and provisioning. Classification 
can be based on fields in the packets and/or indications in control and management messages. 
(Source document: UC Framework 2013). 
Traffic Engineering. An operator or automaton with the express purpose of minimizing 
congestion in a network. It encompasses the application of technology and scientific principles 
to the measurement, modeling, characterization, and control of Internet traffic, and the 
application of such knowledge and techniques to achieve specific performance objectives. [RFC 
2702].  
Unified Capabilities (UC). The seamless integration of voice, video, and data services 
delivered ubiquitously across a secure and highly available network independent of technology 
infrastructure to provide increased mission effectiveness to the warfighter and business 
communities. Unified capabilities integrate standards-based communication and collaboration 
services including, but not limited to, the following:  

o Messaging.  
o Voice, video, and web conferencing.  
o Unified communication and collaboration applications or clients.  
 

These standards-based UC services are integrated with available enterprise applications, both 
business and warfighting. (Source document: UC Framework 2013). 

Video: That portion of a signal that is related to moving images. (Source document: UC 
Framework 2013). 

Video Teleconferencing (VTC): Two-way electronic form of communications that permits two 
or more people in different locations to engage in face-to-face audio and visual communication. 
Meetings, seminars, and conferences are conducted as if all the participants are in the same 
room. Video teleconferencing provides the capability to exchange and distribute combinations of 
voice, video, imagery, messages, files, and streams. (Source document: UC Framework 2013). 

Voice over IP (VoIP) System: A set of components required to provide Defense Switched 
Network (DSN) Internet Protocol (IP) voice services from end instrument to DSN trunk, or IP 
phone to IP phone. The VoIP system includes, but is not limited to, the IP telephony instrument, 
the local area network, the local session controller, and the IP gateway. (Source document: UC 
Framework 2013). 
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Appendix I - AV-2 Integrated Dictionary/Glossary/Vocabulary 
 
Assumptions: Assumptions identify the UC steady state environment and how it will look over time, 
and the rules of how the sustainment and ongoing capabilities are determined. They expand on and 
provide additional information based on the principles provided. 
Business Rules:   Business rules represent relationships among the UC inputs, controls, outputs 
and mechanisms and resources used. For example, a business rule can specify who can do what 
under specified conditions, the combination of inputs and controls needed, and the resulting outputs. UC 
business rules are based on best practices and provide design tenets and constrain the implementation 
of principles and relevant policies 
Call: Call is a term that is used in broader context. A call can mean session, call signaling message(s), 
call signaling message(s) that may contain about media like audio, video, and/or data. 

 

Conformance Testing: Conformance testing is conducted to determine whether a product or 
system meets some specified standard that has been developed for efficiency or interoperability. The 
rules based architecture approach allows for technical positions and patterns to be developed into 
standards for testing purposes.  The test run identifies the conformance to standards and examines the 
deltas (if any) based on the information/interaction exchange criteria.  Conformance testing provides 
traceability back to the design constraints stated in the business rules and the principles outlining the 
fundamental values of UC.  Metrics and success criteria are collected to measure conformance to 
standards under specific conditions in a network environment. 
Constraints: The constraints provide the Army with the applicable rules, laws and policies set forth by 
the Army and DoD on UC related requirements and processes.   These constraints identify the 
limits and boundaries implemented guide the development of business rules and technical patterns and 
positions. 
Converged: All types of services, defined by the GIG Enterprise Service Profile Document (GESP), 
exist simultaneously on the same IP network. (Source document: UC Framework 2013). 
Converged Network: An IP network used to transmit a combination of voice, video, and/or data 
services. (Source document: UC Framework 2013). 
Differentiated Services (DS). A quality of service delivery model, in which the flows are classified, 
policed, marked, and shaped at the edges of a DS domain. The nodes in the core of the network 
handle packets according to the per-hop behavior that is selected based on the contents of the DS 
field (Differentiated Services Code Point) in the packet header. (Source document: UC Framework 2013). 

 
Differentiated Services Architecture: Contains two main components. One is the fairly well 
understood behavior in the forwarding path and the other is the more complex and still emerging 
background policy and allocation component that configures parameters used in the forwarding path. 
The differentiated services architecture  is  based  on  a  simple  model  where traffic  entering  a  
network  is  classified  and  possibly conditioned at the boundaries of the network, and assigned to 
different behavior aggregates. Each behavior aggregate is identified by a single Differentiated 
Services Code Point (DSCP). Within the core of the 
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network, packets are forwarded according to the per-hop behavior associated with the DSCP specified 
in RFC 2475. 

 
Differentiated Services (DS) Field (DS Field): The six most significant bits of the Internet 
Protocol, version 4, Type of Service octet or the Internet Protocol, version 6, traffic class octet. (Source 
document: UC Framework 2013). 

 
Differentiated Services Code Point (DSCP): A value that is encoded in the Differentiated Services 
(DS) field and that each DS node must use to select the per-hop behavior that is to be experienced 
by each packet it forwards. (Source document: UC Framework 2013). 

 
Elastic  (or  Non-Real-Time): While  real-time  applications  do  not  wait  for  late  data  to  arrive,  
elastic applications such as data applications like file transfer, email, chat/instant messaging (IM), web 
data traffic, and others will always wait for data to arrive. The elastic or non-real-time applications do 
not have any performance guarantees, but may or may not have an allocated capacity. If any data 
applications like delay sensitive file transfer and short-interactive data that have definite performance 
requirements will fall into Preferred Elastic application category, but will not be called near-real-time 
application category. (Source document: QoS GTP-0009, UC Framework 2013, RFCs 1633, 4594). 

 
Global Information Grid (GIG): The globally interconnected, end-to-end set of information capabilities 
for collecting, processing, storing, disseminating, and managing information on demand to warfighters, 
policy makers, and support personnel. The GIG includes owned and leased communications and 
computing systems and services, software (including applications), data, security services, other 
associated services, and National Security Systems. Non-GIG IT includes stand-alone, self-contained, 
or embedded IT that is not, and will not be, connected to the enterprise network. 

 
Inelastic (or Real-Time): See Real Time. 

 
Near-Real-Time (or Preferred Elastic): Like real-time, an event occurs in real-time but the event 
is distributed in one way from the source to one or multiple destination endpoints while no 
destination endpoint participates in communications like audio/video streaming. The performance 
requirements for the near-real-time one-way audio/video communications are less stringent than 
those of two-way real-time audio/video  communications.  It  should  be  noted  that the  delay  sensitive  
file  transfer and  other data applications are not considered as a part of near-real-time applications 
(see Preferred Elastic). (Source document: QoS GTP-0009, UC Framework 2013, RFCs 1633, 4594). 

 
Non-Real-Time: See Elastic. 

 
Packet  Marking:  Marking  in  packets  following their classification  for  a  given  service  delivery,  
which includes Differentiated Services Code Point, Flow Label, or Security Parameter Index bit fields. 
(Source document: UC Framework 2013, RFC 4594). 

 
Preferred  Elastic:  A  specially  created  service  class  category  to  meet  unique  DoD  
application requirements; it has varying degrees of service class categories. Examples include multi-
media streaming 
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 (e.g. audio/video one-way distribution), short interactive transactions and delay-sensitive file 
transfers. However,  multi-media  streaming  (e.g.  audio/video  one-way  distribution)  applications  can  
be  further differentiated from the delay sensitive data applications defining as near-real-time 
applications. These unique differentiations are needed because of stringent performance requirements. 
Audio/video streaming has one-way delay requirements are of the order of 100s of milliseconds along 
with stringent delay and phase  jitters.  While  delay  sensitive  file  transfer  and  other  data  
applications  have  one-way  delay requirements of the order of few seconds with no particular delay 
and phase jitter requirements. (Source document: QoS GTP-0009, UC Framework 2013, RFCs 1633, 
4594). 

 
Principles: Reference architecture principles are enduring guidelines that describe how UC will fulfill 
its mission.  Principles express the intent of the capability and fundamental values to be achieved with 
UC. UC principles tie back to business/warfighting requirements and drive technical positions and 
patterns. They inform and support how the Army achieves the UC mission and are intended to be 
enduring and seldom amended. 

 
Quality of Service: The capability to provide resource assurance and service differentiation in a 
network. Used with the local area network to provide different priority to traffic flows or sessions, or 
guarantee a certain level of performance to a traffic flow or session in accordance with requests from 
the application program. Quality of service is used in conjunction with traffic tagging to guarantee 
that prioritized traffic flows or sessions are given preferential treatment.  Also, the collective effects of 
service performances that determine the degree of satisfaction of a user of the service. (Source 
document: UCR 2008). 

 
Real Time:   At the same time, simultaneously like audio conversational communications from both 
or multiple ends, and real-time applications do not wait for late data to arrive. An event where two or 
more people communicate simultaneously, similar to the way people speak on a telephone at the same 
time. Any event that occurs in real time indicates that the event is happening, as we would see it, in 
actual time like video  teleconferencing  (VTC).  (Source  document:  UC  Framework  2013,  RFCs  
1633,  4594).The performance requirements for the two-way real-time audio/video communications are 
the most stringent. 

 
Reference  Architecture:  Reference  architectures  guides  and  constrain  the  instantiations  of  
solution architectures.  It also provides a common language for various stakeholders, guidance and 
consistency of implementations of technology to solve problems, supports the validation of solutions, 
and encourages adherence  to  common  standards,  specification  and  patterns.  Reference  
Architecture  normalizes  the institutional  understanding  of  capabilities  at  the  enterprise  level,  and  
provides  a  common  set  of principles/rules, process patterns, and technical positions for use within 
the DoD to guide development of Enterprise, Segment, or Solution architectures. 

 

Router:  A router is an appliance that is a packet switch that operates at the network layer of the 
Open Systems  Interconnection  Protocol  model.  Routers  within  the   IP  Unified  Capabilities  
architecture interconnect networks over local and wide areas, and provide traffic control and filtering 
functions when more than one pathway exists between two endpoints on the network. The primary 
function of routers is to direct IP packets along the most efficient or desired path in a meshed network 
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that consists of redundant paths to a destination. Many routers in the DOD IP Unified Capabilities 
architecture include local area 

 
 
 
network switch functions and the distinction between the two types of appliances continues to blur. 
(Source document: UC Framework 2013). 

 
Technical Positions and Patterns: Technical positions describe the technical guidance and 
standards established  for  UC.  This  technical  guidance  documentation  allows  for  system  owners,  
PEOs/PMs justification to resource their systems and identifies potential choices and tradeoffs to 
perform. Patterns provide how UC artifacts may be organized and related for repeated use and support 
process reuse. They are typically descriptions of structural, behavioral, or graphical model instantiations 
that focus on interaction of the artifacts. Patterns will undergo change as new pattern concepts are 
discovered and emerge from solution architectures. 

 

Traffic Classification: A mechanism that allows the networks to distinguish among different categories 
of traffic, connection requests, and provisioning requests. The classification may be performed at the 
Edge and Core nodes during packet transport, as well as through indications in the control and 
management planes for setting up connections and provisioning. Classification can be based on 
fields in the packets and/or indications in control and management messages. (Source document: UC 
Framework 2013). 
Traffic Engineering: An operator or automaton with the express purpose of minimizing congestion in 
a network. It  encompasses  the  application  of  technology  and  scientific  principles  to  the  
measurement, modeling, characterization, and control of Internet traffic, and the application of such 
knowledge and techniques to achieve specific performance objectives specified in RFC 2702. 

 

Unified  Capabilities  (UC):  The  seamless  integration  of  voice,  video,  and  data  services  
delivered ubiquitously across a secure and highly available network independent of technology 
infrastructure to provide increased mission effectiveness to the warfighter and business communities. 
Unified capabilities integrate standards-based communication and collaboration services including, 
but not limited to, the following: 

 
o Messaging. 
o Voice, video, and web conferencing. 
o Unified communication and collaboration applications or clients. 

 
These standards-based UC services are integrated with available enterprise applications, both 
business and warfighting. (Source document: UC Framework 2013). 

 
Video: That portion of a signal that is related to moving images. (Source document: UC Framework 
2013). 

 
Video Teleconferencing (VTC): Two-way electronic form of communications that permits two or 
more people in different locations to engage in face-to-face audio and visual communication. Meetings, 
seminars, and conferences are conducted as if all the participants are in the same room. Video 
teleconferencing provides the capability to exchange and distribute combinations of voice, video, 
imagery, messages, files, and streams. (Source document: UC Framework 2013). 
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Voice over IP (VoIP) System: A set of components required to provide Defense Switched Network 
(DSN) IP voice services from end instrument to DSN trunk, or IP phone to IP phone. The VoIP system 
includes, but is not limited to, the IP telephony instrument, the local area network, the local session 
controller, and the IP gateway. (Source document: UC Framework 2013). 
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